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## Вступление

Для достоверного отображения объективно существующих в экономике процессов необходимо выявить существенные взаимосвязи между ними. В естественных науках часто речь идет о функциональной связи, когда каждому значению одной переменной соответствует вполне определенной значение другой. В экономике в большинстве случаев между переменными величинами существуют зависимости, когда каждому значению одной переменной соответствует не какое-то определенное, а множество возможных значений другой переменной. Такая зависимость получила название стохастической.

Частными случаями стохастической связи являются корреляционная и регрессионная связи.

Две случайные величины имеют корреляционную связь, если математическое ожидание одной из них изменяется в зависимости от изменения другой. Метод математической статистики, изучающий корреляционные связи между явлениями, называется корреляционным анализом. Основной его задачей является выявление связи между случайными переменными и оценка ее тесноты.

Но не все факторы, влияющие на экономические процессы, являются случайными величинами. Поэтому при анализе экономических явлений обычно рассматриваются связи между случайными и неслучайными величинами. Такие связи называются регрессионными, а метод математической статистики, их изучающий, называется регрессионным анализом. Кроме того, при изучении экономических процессов необходимо не только выявить связь между переменными, но и изучить и установить ее форму, что и является основной задачей регрессионного анализа.

Поэтому, как видно из написанного выше, многомерный регрессионный анализ, изучению экономических процессов с помощью которого и посвящена настоящая работа, будет гораздо подробнее и точнее при включении в него необходимых элементов корреляционного анализа.

# ***Теоретическая часть.***

## Многомерный корреляционный анализ

В многомерной модели корреляционного анализа (с четырьмя и более переменными) вычисление частных и множественных коэффициентов корреляции основывается на использовании матрицы коэффициентов парной корреляции.

Порядок частного коэффициента корреляции определяется количеством фиксируемых переменных. Выборочный частный коэффициент корреляции любого порядка можно определить по формуле
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Это выражение предполагает вычисление большого числа выборочных частных коэффициентов корреляции от нулевого до (*к*-3)-го порядка, что является достаточно трудоемкой операцией.

Более удобным является вычисление частных коэффициентов корреляции по следующей схеме.

На основе матрицы выборочных коэффициентов парной корреляции

![](data:image/x-wmf;base64,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) (1)

где Q – симметричная положительно определенная матрица, имеем
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![](data:image/x-wmf;base64,183GmgAAAAAAAEARQAUACQAAAAARSgEACQAAA+gBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAVAERIAAAAmBg8AGgD/////AAAQAAAAwP///6v///8AEQAA6wQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJRBAYLBQAAABMCKwRKCwgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAjMESgsFAAAAEwLbBK4LBAAAAC0BAAAFAAAAFALbBLYLBQAAABMC+AIxDAUAAAAUAvgCMQwFAAAAEwL4AtIQBQAAABQCoALeCgUAAAATAqAC8hAcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQIACAAAADIKyAQBEAIAAAAzMwgAAAAyCsgEaQ4BAAAAIDMIAAAAMgrIBMENAgAAADExCAAAADIK3QFEDgIAAAAxMwgAAAAyCiADXgcBAAAAazMJAAAAMgogA64FBAAAADMuLi4IAAAAMgogA+ADAQAAADEuCAAAADIKIANUAgEAAAAyLhwAAAD7AgD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAwAEAAAA8AECAAgAAAAyCsgEkQ4BAAAARC4IAAAAMgrIBFEMAQAAAEQuCAAAADIK3QHUDAEAAABELggAAAAyCiAD7gkBAAAALS4IAAAAMgogAzgAAQAAAHIuHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQECAAQAAADwAQMACAAAADIKIAOeBgEAAAB4LggAAAAyCiAD7gQBAAAAeC4IAAAAMgogA0AEAQAAACwuCAAAADIKIAO0AgIAAAAveAgAAAAyCiAD4AACAAAAeXgcAAAA+wIA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAADCCAoiDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgogA1YIAQAAAD14CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAIAAAABAAAAAAAwAAQAAAAtAQIABAAAAPABAwADAAAAAAA=) (3)

и так далее, где

Dij – определитель матрицы, образованной из матрицы (1) вычеркиванием i-ой строки и j-го столбца для каждого определителя соответственно.

Для проверки значимости частного коэффициента корреляции используется величина t, имеющая t-распределение Стьюдента с числом степеней свободы ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAIACQAAAACxXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///+j///9gAQAA6AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABkCQrZDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKoAEIAAEAAABKeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=n-l-2:
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где n – число наблюдений;

l – число фиксированных переменных;

rчаст – соответствующий выборочный частный коэффициент корреляции.

С помощью таблицы распределения Стьюдента по уровню значимости α и ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAIACQAAAACxXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///+j///9gAQAA6AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABkCQrZDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKoAEIAAEAAABKeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=n-l-2 находится tкр. При tн >tкр гипотеза Но:ρчаст = 0 отвергается.

Доверительный интервал для частных коэффициентов корреляции строится при помощи z-преобразования Фишера

![](data:image/x-wmf;base64,183GmgAAAAAAAOAbYAUBCQAAAACQQAEACQAAA0ECAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAXgGxIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+gGwAAGwUAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALgAnsFBQAAABMC4ALbCgUAAAAUAl8DKAQFAAAAEwI5A2wECAAAAPoCAAAgAAAAAAAAAAQAAAAtAQEABQAAABQCQQNsBAUAAAATAggF0AQEAAAALQEAAAUAAAAUAggF2AQFAAAAEwJNAFMFBQAAABQCTQBTBQUAAAATAk0A+woFAAAAFALgAg4WBQAAABMC4AJuGwUAAAAUAl8DuxQFAAAAEwI5A/8UBAAAAC0BAQAFAAAAFAJBA/8UBQAAABMCCAVjFQQAAAAtAQAABQAAABQCCAVrFQUAAAATAk0A5hUFAAAAFAJNAOYVBQAAABMCTQCOGxwAAAD7AgD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAgAIAAAAMgrwBHYaAQAAADN5CAAAADIK8AR+GQEAAAAteQgAAAAyCvAElhgBAAAAbHkIAAAAMgrwBJYXAQAAAC15CAAAADIK8AQmFgEAAABueQgAAAAyCh0CPhgBAAAAMXkIAAAAMgpgAyMTAQAAAHR5CAAAADIK8ATjCQEAAAAzeQgAAAAyCvAE6wgBAAAALXkIAAAAMgrwBAMIAQAAAGx5CAAAADIK8AQDBwEAAAAteQgAAAAyCvAEkwUBAAAAbnkIAAAAMgodAqsHAQAAADF5CAAAADIKYAOQAgEAAAB0eQgAAAAyCmADgAEBAAAALXkIAAAAMgpgAzgAAQAAAHp5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAAtwYKaQ1V9XcWVfV3AQAAAAAAMAAEAAAALQEDAAQAAADwAQIACAAAADIKYAOzEwEAAABneQgAAAAyCmADIAMBAAAAZ3kcAAAA+wIA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABmCgrXDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAwAIAAAAMgpgA5MRAQAAACt5CAAAADIKYAObDgEAAACjeQgAAAAyCmADiwsBAAAAo3kcAAAA+wIA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgpgA1MQAQAAAHp5CAAAADIKYANDDQEAAAB6eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAACAAAAAQAAAAAAMAAEAAAALQECAAQAAADwAQMAAwAAAAAA), аналогично рассмотренным ранее случаям.

Для определения тесноты связи между зависимой переменной и совокупностью объясняющих переменных используется выборочный коэффициент множественной корреляции, определяемый по формуле

![](data:image/x-wmf;base64,183GmgAAAAAAACAQYAUBCQAAAABQSwEACQAAA8oBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAUgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gDwAAGwUAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALgAkkNBQAAABMC4AK9DwUAAAAUAloD9gkFAAAAEwI0AzoKCAAAAPoCAAAgAAAAAAAAAAQAAAAtAQEABQAAABQCPAM6CgUAAAATAgAFngoEAAAALQEAAAUAAAAUAgAFpgoFAAAAEwJNACELBQAAABQCTQAhCwUAAAATAk0A3Q8cAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQIACAAAADIK8ATRDgIAAABpaQgAAAAyCmADHgcBAAAAeGkKAAAAMgpgA/AEBQAAACwuLi4sAAgAAAAyCmAD0AMBAAAAeC4JAAAAMgpgA5ABAwAAAHkveC4cAAAA+wIA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgrwBGENAQAAAEQvCAAAADIKHQLPDQEAAABELwgAAAAyCmADOQwBAAAALS8IAAAAMgpgAwkLAQAAADEvCAAAADIKYANuCQEAAAAgLwgAAAAyCmADOAABAAAAUi8cAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAwAIAAAAMgpgA94HAgAAAGsgCAAAADIKYAOQBAEAAAAyIAgAAAAyCmADcAMBAAAAMSAcAAAA+wIA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACECgq8DVX1dxZV9XcBAAAAAAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgpgA2YIAQAAAD0gCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAIAAAABAAAAAAAwAAQAAAAtAQIABAAAAPABAwADAAAAAAA=), (5)

где D – определитель матрицы выборочных коэффициентов корреляции;

Dii – алгеброическое дополнение к элементу rii.

Для проверки значимости коэффициента множественной корреляции используется величина

![](data:image/x-wmf;base64,183GmgAAAAAAAIASAAYACQAAAACRSgEACQAAAwcCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAaAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7L///9AEgAAsgUAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAA1AEBQAAABMCAAMvEhwAAAD7AgD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAIAAAAMgo/BScRAQAAADJ5CAAAADIKPwXXCgEAAAAveQgAAAAyCj8F3wkBAAAAKXkIAAAAMgo/BeAEAQAAADF5CAAAADIKPwVgBAEAAAAoeQgAAAAyCj0CywsBAAAAL3kIAAAAMgqAA9ADAQAAACB5CAAAADIKgANQAgEAAAAgeQgAAAAyCoADOAABAAAARnkcAAAA+wIA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgqAA1ABAQAAAO15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKdgQZCQEAAAAyeQgAAAAyCnQBvQoBAAAAMnkcAAAA+wIA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACxCwqFDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgo/BacPAQAAAC15CAAAADIKPwUnDQEAAAAteQgAAAAyCj8FGAYBAAAALXkIAAAAMgqAA8gCAQAAAD15HAAAAPsCAP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKPwWXDgEAAABseQgAAAAyCj8FvwsBAAAAbnkIAAAAMgo9AqMMAQAAAGx5HAAAAPsCwP0AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKnAWpBwEAAABSeQgAAAAyCpoCTQkBAAAAUnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAQAAAAEAAAAAADAABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==), (6)

имеющая F-распределение с ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAIACQAAAACxXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///+j///9gAQAA6AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABkCQrZDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKoAEIAAEAAABKeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)1=l и ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAIACQAAAACxXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///+j///9gAQAA6AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABkCQrZDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKoAEIAAEAAABKeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=n-l-2 степенями свободы.

## Многошаговый регрессионный анализ.

Очевидно, что простое поверхностное изучение данных не позволяет обнаружить, какие факторы, рассмотренные на стадии статистического анализа исходной информации, являются существенными, а какие – нет. Может случиться, что якобы отсутствующая корреляция с данным фактором обнаруживается после того, как связь с другим фактором уже исключена.

Необходимо найти оптимальный вариант модели, отражающий основные закономерности исследуемого явления с достаточной степенью статистической надежности.

В модель должны быть включены все факторы, которые с экономической точки зрения оказывают влияние на зависимую переменную (в нашем случае – средняя продолжительность жизни). При невыполнении этого требования модель может оказаться неадекватной вследствие недоучета существенных факторов.

С другой стороны, количество факторов, включаемых в модель, не должно быть слишком большим. Невыполнение этого требования приводит к необходимости увеличения числа наблюдений, к невозможности использования достаточно сложных зависимостей, к снижению точности оценок, к сложности интерпретации модели и к трудности ее практического использования.

Таким образом, возникает задача уменьшения числа переменных, включаемых в модель, без нарушения исходных предпосылок, т.е. задача понижения размерности модели.

Выделяют два существенных подхода к решению проблемы сокращения количества исходных переменных:

1. отсеивание менее существенных факторов в процессе построения регрессионной модели;
2. замена исходного набора переменных меньшим числом эквивалентных факторов, полученных в результате преобразований исходного набора.

Процедура отсева несущественных факторов в процессе построения регрессионной модели и получила название многошагового регрессионного анализа.

Этот метод основан на вычислении нескольких промежуточных уравнений регрессии, в результате анализа которых получают конечную модель, включающую только факторы, оказывающие статистически существенное влияние на исследуемую зависимую переменную. Различные сочетания одних и тех же факторов оказывают разное влияние на зависимую переменную. Вследствие этого появляется необходимость выбора наилучшей модели, т.к. перебирать все возможные варианты сочетания факторов и строить множество уравнений регрессии (количество которых может быть очень велико) просто не имеет смысла.

Таким образом методы пошагового регрессионного анализа позволяют избежать столь громоздких расчетов и получить достаточно надежную и полную модель зависимости исследуемого признака от ряда объясняющих переменных.

Как было сказано выше, основой многошагового регрессионного анализа является построение уравнения регрессии. Рассмотрим более подробно его систему и основные понятия.

## Многомерный регрессионный анализ

В общем виде многомерная линейная регрессионная модель зависимости y от объясняющих переменных ![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAL/CAAAAABuXAEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AH2AAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), ![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAL/CAAAAABuXAEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AH1AAEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==),…,![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAIECQAAAACVXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AH1AAEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) имеет вид:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAcQAIACQAAAAAxQAEACQAAA0oCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgHBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gHAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAACcBQoGFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKgAFVGwEAAABleQgAAAAyCoABNRcBAAAAYnkIAAAAMgqAAagQAQAAAGJ5CAAAADIKgAHUDAEAAABieQgAAAAyCoAB5wkBAAAAYnkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAA1BQpLFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUIaAQAAACt5CAAAADIKgAEKFgEAAAAreQgAAAAyCoABpxMBAAAAK3kIAAAAMgqAAX0PAQAAACt5CAAAADIKgAGpCwEAAAAreQgAAAAyCoABoQgBAAAAPXkIAAAAMgqAAZYBAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIK4AFcGQEAAABreQgAAAAyCuABHBgBAAAAa3kIAAAAMgrgAUkHAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAG0GAEAAAB4eQgAAAAyCoABIBIBAAAAeHkIAAAAMgqAASEOAQAAAHh5CAAAADIKgAGoBgEAAAB4eQgAAAAyCoABCAUBAAAAeXkIAAAAMgqAAdwCAQAAAE15CAAAADIKgAFeAAEAAAB5eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCoABtBQDAAAALi4uZQgAAAAyCoABtgcBAAAAKS4IAAAAMgqAAfAFAQAAAC8uCAAAADIKgAFbBAEAAAAoLggAAAAyCuoAUQABAAAAfi4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAcgSAQAAADIuCAAAADIK4AGPEQEAAAAyLggAAAAyCuABsA4BAAAAMS4IAAAAMgrgAaINAQAAADEuCAAAADIK4AHKCgEAAAAwLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAA/PMSAClCyHcEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Для оценки неизвестных параметров ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AFQAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAAQFCsQWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAYnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAPzzEgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) взята случайная выборка объема n из (k+1)–мерной случайной величины (y, ![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAL/CAAAAABuXAEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AH2AAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==),![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAL/CAAAAABuXAEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AH1AAEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==),…,![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAIECQAAAACVXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AH1AAEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)).

В матричной форме модель имеет вид:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAHAAIBCQAAAABwWwEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABLBQpoFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKYAE+BgEAAABleQgAAAAyCmAB2gMBAAAAYnkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACaBAqdFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgASoFAQAAACt5CAAAADIKYAGSAQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmAB8AIBAAAAWHkIAAAAMgpgASIAAQAAAFl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD88xIAKULIdwQAAAAtAQEABAAAAPABAAADAAAAAAA=),

где ![](data:image/x-wmf;base64,183GmgAAAAAAAOAFgAsACQAAAABxUAEACQAAA/cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAvgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7L///+gBQAAMgsAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAIcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACzBAqmFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK1gkRBQEAAAD3eQgAAAAyCmYIEQUBAAAA93kIAAAAMgr2BhEFAQAAAPd5CAAAADIKhgURBQEAAAD3eQgAAAAyChYEEQUBAAAA93kIAAAAMgqmAhEFAQAAAPd5CAAAADIKFAsRBQEAAAD4eQgAAAAyCrABEQUBAAAA9nkIAAAAMgrWCcUCAQAAAOd5CAAAADIKZgjFAgEAAADneQgAAAAyCvYGxQIBAAAA53kIAAAAMgqGBcUCAQAAAOd5CAAAADIKFgTFAgEAAADneQgAAAAyCqYCxQIBAAAA53kIAAAAMgoUC8UCAQAAAOh5CAAAADIKsAHFAgEAAADmeQgAAAAyCiAGkQEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgoAC1gEAQAAAG55HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKoAqpAwEAAAB5eQgAAAAyCtoDqQMBAAAAeXkIAAAAMgqUAakDAQAAAHl5CAAAADIKIAYiAAEAAABZeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCmAIbQMDAAAALi4uZQkAAAAyCiAGbQMDAAAALi4uZRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCjoEWAQBAAAAMi4IAAAAMgr0AT8EAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD88xIAKULIdwQAAAAtAQEABAAAAPABAAADAAAAAAA=) , ![](data:image/x-wmf;base64,183GmgAAAAAAAIAMQAkACQAAAADRWwEACQAAA48CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAmADBIAAAAmBg8AGgD/////AAAQAAAAwP///67///9ADAAA7ggAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAIcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACJBgocFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK2gekCwEAAAD3eQgAAAAyCvoGpAsBAAAA93kIAAAAMgqKBaQLAQAAAPd5CAAAADIKGgSkCwEAAAD3eQgAAAAyCqoCpAsBAAAA93kIAAAAMgrQCKQLAQAAAPh5CAAAADIKtAGkCwEAAAD2eQgAAAAyCtoHIAMBAAAA53kIAAAAMgr6BiADAQAAAOd5CAAAADIKigUgAwEAAADneQgAAAAyChoEIAMBAAAA53kIAAAAMgqqAiADAQAAAOd5CAAAADIK0AggAwEAAADoeQgAAAAyCrQBIAMBAAAA5nkIAAAAMgoABewBAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKywhoCgIAAABuawgAAAAyCkIE6AoBAAAAa2sIAAAAMgr5AYwKAQAAAGtrHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKawi/CQEAAAB4awgAAAAyCuIDvwkBAAAAeGsIAAAAMgqZAY0JAQAAAHhrCAAAADIKAAVYAAEAAABYaxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCmsImQgDAAAALi4uZQgAAAAyCmsIZwYCAAAAIHgIAAAAMgprCEYEAgAAACB4CAAAADIKawi2AwEAAAAxeAsAAAAyCisGiAcIAAAALi4uLi4uLi4MAAAAMgorBsgDCgAAAC4uLi4uLi4uLi4JAAAAMgriA5kIAwAAAC4uLi4IAAAAMgriA2cGAgAAACB4CAAAADIK4gNGBAIAAAAgeAgAAAAyCuIDtgMBAAAAMXgJAAAAMgqZAWcIAwAAAC4uLi4IAAAAMgqZAU4GAgAAACB4CAAAADIKmQFGBAIAAAAgeAgAAAAyCpkBtgMBAAAAMXgcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgrLCKQHAgAAAG4yCAAAADIKywiDBQIAAABuMQgAAAAyCkIEaAoBAAAAMjEIAAAAMgpCBKQHAgAAADIyCAAAADIKQgSDBQIAAAAyMQgAAAAyCvkBHQoBAAAAMTEIAAAAMgr5AXIHAgAAADEyCAAAADIK+QFqBQIAAAAxMQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAA/PMSAClCyHcEAAAALQEBAAQAAADwAQAAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAACAGQAkACQAAAABxUQEACQAAA94BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAkgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6z////gBQAA7AgAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAIcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACKBQrrFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK2AdNBQEAAAD3eQgAAAAyCvwGTQUBAAAA93kIAAAAMgqMBU0FAQAAAPd5CAAAADIKHARNBQEAAAD3eQgAAAAyCqwCTQUBAAAA93kIAAAAMgrOCE0FAQAAAPh5CAAAADIKtgFNBQEAAAD2eQgAAAAyCtgH5AIBAAAA53kIAAAAMgr8BuQCAQAAAOd5CAAAADIKjAXkAgEAAADneQgAAAAyChwE5AIBAAAA53kIAAAAMgqsAuQCAQAAAOd5CAAAADIKzgjkAgEAAADoeQgAAAAyCrYB5AIBAAAA5nkIAAAAMgoABbABAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKyQiRBAEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAIoFCuwWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmkIqgMBAAAAYnkIAAAAMgrjA6oDAQAAAGJ5CAAAADIKmgGqAwEAAABieQgAAAAyCgAFQAABAAAAYnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAJAAAAMgopBowDAwAAAC4uLmUcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpDBHgEAQAAADEuCAAAADIK+gGNBAEAAAAwLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAA/PMSAClCyHcEAAAALQEBAAQAAADwAQAAAwAAAAAA), ε=![](data:image/x-wmf;base64,183GmgAAAAAAAEADQAkACQAAAAARVAEACQAAA84BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAlAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6v///8AAwAA6wgAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAIcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAACuBAoRFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK1wdfAgEAAAD3eQgAAAAyCv0GXwIBAAAA93kIAAAAMgqNBV8CAQAAAPd5CAAAADIKHQRfAgEAAAD3eQgAAAAyCq0CXwIBAAAA93kIAAAAMgrNCF8CAQAAAPh5CAAAADIKtwFfAgEAAAD2eQgAAAAyCtcHLgABAAAA53kIAAAAMgr9Bi4AAQAAAOd5CAAAADIKjQUuAAEAAADneQgAAAAyCh0ELgABAAAA53kIAAAAMgqtAi4AAQAAAOd5CAAAADIKzQguAAEAAADoeQgAAAAyCrcBLgABAAAA5nkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgrICKYBAQAAAG55HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAArgQKEhZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKaAjcAAEAAABleQgAAAAyCuID3AABAAAAZXkIAAAAMgqcAdwAAQAAAGV5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACQAAADIKKAbWAAMAAAAuLi5lHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKQgSmAQEAAAAyLggAAAAyCvwBjQEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAQAAAJzzEgApQsh3BAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

- вектор-столбец фактических значений зависимой переменной размерности n;

- матрица значений объясняющих переменных размерности n\*(k+1);

- вектор-столбец неизвестных параметров, подлежащих оценке, размерности (k+1);

- вектор-столбец случайных ошибок размерности n с математическим ожиданием ME=0 и ковариационной матрицей ![](data:image/x-wmf;base64,183GmgAAAAAAAOAOYAIACQAAAACRUgEACQAAA9EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gDgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKAAIiDgEAAABueQgAAAAyCvQAqwgBAAAAVHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgATYNAQAAAEV5CAAAADIKoAHEBAEAAABNeQgAAAAyCqABFgABAAAAVnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AKsMAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFsCQEAAAApeQgAAAAyCqABiAcBAAAAIHkIAAAAMgqgAUQGAQAAACh5CAAAADIKoAGSAgEAAAApeQgAAAAyCqABPAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABqBAr4FkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAXoLAQAAAHN5CAAAADIKoAHQBwEAAABleQgAAAAyCqABvAYBAAAAZXkIAAAAMgqgAbQBAQAAAGV5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAjAYK5xZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFYCgEAAAA9eQgAAAAyCqABfgMBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAPzzEgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) соответственно, при этом

![](data:image/x-wmf;base64,183GmgAAAAAAAMAJAAkACQAAAADRXgEACQAAA0gCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAnACRIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+ACQAAwAgAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAIcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAD6BQoiFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKrAf3CAEAAAD3eQgAAAAyCugG9wgBAAAA93kIAAAAMgp4BfcIAQAAAPd5CAAAADIKCAT3CAEAAAD3eQgAAAAyCpgC9wgBAAAA93kIAAAAMgqiCPcIAQAAAPh5CAAAADIKogH3CAEAAAD2eQgAAAAyCqwHaQMBAAAA53kIAAAAMgroBmkDAQAAAOd5CAAAADIKeAVpAwEAAADneQgAAAAyCggEaQMBAAAA53kIAAAAMgqYAmkDAQAAAOd5CAAAADIKoghpAwEAAADoeQgAAAAyCqIBaQMBAAAA5nkIAAAAMgrgBDUCAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACQAAADIKRggXBwQAAAAuLi4xCAAAADIKRgjVBgEAAAAgLggAAAAyCkYIJwYBAAAAMC4IAAAAMgpGCNMFAQAAACAuCAAAADIKRgglBQEAAAAwLggAAAAyCkYI0QQBAAAAIC4IAAAAMgpGCCMEAQAAADAuCAAAADIKBgbRBwIAAAAuLgwAAAAyCgYGEQQKAAAALi4uLi4uLi4uLgkAAAAyCsYD1QYEAAAALi4uMAgAAAAyCsYDkwYBAAAAIC4IAAAAMgrGA+UFAQAAADAuCAAAADIKxgORBQEAAAAgLggAAAAyCsYDAQUBAAAAMS4IAAAAMgrGA9EEAQAAACAuCAAAADIKxgMjBAEAAAAwLgkAAAAyCoYB1QYEAAAALi4uMAgAAAAyCoYBkwYBAAAAIC4IAAAAMgqGAeUFAQAAADAuCAAAADIKhgGRBQEAAAAgLggAAAAyCoYB4wQBAAAAMC4IAAAAMgqGAY8EAQAAACAuCAAAADIKhgH/AwEAAAAxLhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCkAFMgEBAAAAbi4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgrgBEYAAQAAAEUuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAAk/BIAKULIdwQAAAAtAQAABAAAAPABAQADAAAAAAA=) -единичная матрица размерности (nxn).

Оценки неизвестных параметров ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK4AFQAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAL4FChUWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAYnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAACT8EgApQsh3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) находятся методом наименьших квадратов, минимизируя скалярную сумму квадратов ![](data:image/x-wmf;base64,183GmgAAAAAAAOAOQAIACQAAAACxUgEACQAAA50BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gDgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKoAEWDgEAAAApeQgAAAAyCqABJAkBAAAAKHkIAAAAMgqgAeIHAQAAACl5CAAAADIKoAHwAgEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAL4FCuAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABDg0BAAAAYnkIAAAAMgqgAdoGAQAAAGJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKoAEkDAEAAABYeQgAAAAyCqABlgkBAAAAWXkIAAAAMgqgAfAFAQAAAFh5CAAAADIKoAFiAwEAAABZeQgAAAAyCqABLgABAAAAUXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AGMIAQAAAFR5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAeAYKlxZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKoAHmCgEAAAAteQgAAAAyCqABsgQBAAAALXkIAAAAMgqgAbYBAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD88xIAKULIdwQAAAAtAQEABAAAAPABAAADAAAAAAA=) по компонентам вектора β.

Далее подставив выражение

![](data:image/x-wmf;base64,183GmgAAAAAAAAAjABAACQAAAAARbQEACQAAA+IGAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCABAAIxIAAAAmBg8AGgD/////AAAQAAAAwP///7r////AIgAAug8AAAsAAAAmBg8ADABNYXRoVHlwZQAA0AMcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABfBQoVFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKpg4sIgEAAAD3eQgAAAAyCh4OLCIBAAAA93kIAAAAMgquDCwiAQAAAPd5CAAAADIKPgssIgEAAAD3eQgAAAAyCs4JLCIBAAAA93kIAAAAMgpeCCwiAQAAAPd5CAAAADIK7gYsIgEAAAD3eQgAAAAyCn4FLCIBAAAA93kIAAAAMgoOBCwiAQAAAPd5CAAAADIKngIsIgEAAAD3eQgAAAAyCpwPLCIBAAAA+HkIAAAAMgqoASwiAQAAAPZ5CAAAADIKpg6JFgEAAADneQgAAAAyCh4OiRYBAAAA53kIAAAAMgquDIkWAQAAAOd5CAAAADIKPguJFgEAAADneQgAAAAyCs4JiRYBAAAA53kIAAAAMgpeCIkWAQAAAOd5CAAAADIK7gaJFgEAAADneQgAAAAyCn4FiRYBAAAA53kIAAAAMgoOBIkWAQAAAOd5CAAAADIKngKJFgEAAADneQgAAAAyCpwPiRYBAAAA6HkIAAAAMgqoAYkWAQAAAOZ5CAAAADIK+g3nGwEAAAAteQgAAAAyCvoN/xgBAAAALXkIAAAAMgopB+MbAQAAAC15CAAAADIKKQf7GAEAAAAteQgAAAAyCpgCuRsBAAAALXkIAAAAMgqYAtEYAQAAAC15CAAAADIKYAhVFQEAAAA9eQgAAAAyCqYOVxQBAAAA93kIAAAAMgoeDlcUAQAAAPd5CAAAADIKrgxXFAEAAAD3eQgAAAAyCj4LVxQBAAAA93kIAAAAMgrOCVcUAQAAAPd5CAAAADIKXghXFAEAAAD3eQgAAAAyCu4GVxQBAAAA93kIAAAAMgp+BVcUAQAAAPd5CAAAADIKDgRXFAEAAAD3eQgAAAAyCp4CVxQBAAAA93kIAAAAMgqcD1cUAQAAAPh5CAAAADIKqAFXFAEAAAD2eQgAAAAyCqYOhAsBAAAA53kIAAAAMgoeDoQLAQAAAOd5CAAAADIKrgyECwEAAADneQgAAAAyCj4LhAsBAAAA53kIAAAAMgrOCYQLAQAAAOd5CAAAADIKXgiECwEAAADneQgAAAAyCu4GhAsBAAAA53kIAAAAMgp+BYQLAQAAAOd5CAAAADIKDgSECwEAAADneQgAAAAyCp4ChAsBAAAA53kIAAAAMgqcD4QLAQAAAOh5CAAAADIKqAGECwEAAADmeQgAAAAyCvoNDA4BAAAAK3kIAAAAMgopBwwOAQAAACt5CAAAADIKmAIMDgEAAAAreQgAAAAyCmAIcAoBAAAALXkIAAAAMgo3C5IJAQAAAPd5CAAAADIKXQqSCQEAAAD3eQgAAAAyCu0IkgkBAAAA93kIAAAAMgp9B5IJAQAAAPd5CAAAADIKDQaSCQEAAAD3eQgAAAAyCi0MkgkBAAAA+HkIAAAAMgoXBZIJAQAAAPZ5CAAAADIKNwtGBwEAAADneQgAAAAyCl0KRgcBAAAA53kIAAAAMgrtCEYHAQAAAOd5CAAAADIKfQdGBwEAAADneQgAAAAyCg0GRgcBAAAA53kIAAAAMgotDEYHAQAAAOh5CAAAADIKFwVGBwEAAADmeQgAAAAyCmAIEgYBAAAAPXkIAAAAMgpgCPYBAQAAAC15HAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAVQUKahZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKUw4EHQEAAADleQgAAAAyCoIHAB0BAAAA5XkIAAAAMgrxAtYcAQAAAOV5CAAAADIKUw4vDwEAAADleQgAAAAyCoIHLw8BAAAA5XkIAAAAMgrxAi8PAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAXwUKFhZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKaQ+qHQEAAAA9eQgAAAAyCpgIph0BAAAAPXkIAAAAMgoHBHwdAQAAAD15CAAAADIKaQ/VDwEAAAA9eQgAAAAyCpgI1Q8BAAAAPXkIAAAAMgoHBNUPAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKdAyXHQEAAABreQgAAAAyCmkPTh0BAAAAankIAAAAMgpaDp0hAQAAAGp5CAAAADIKWg4uIAEAAABqeQgAAAAyCloOHBgBAAAAbnkIAAAAMgqjBZMdAQAAAGt5CAAAADIKmAhKHQEAAABqeQgAAAAyCokHmSEBAAAAankIAAAAMgqJByogAQAAAGp5CAAAADIKEgFpHQEAAABreQgAAAAyCgcEIB0BAAAAankIAAAAMgr4AkUhAQAAAGp5CAAAADIK+ALWHwEAAABqeQgAAAAyCnQMwg8BAAAAa3kIAAAAMgppD3kPAQAAAGp5CAAAADIKWg6PEwEAAABqeQgAAAAyCloOsBECAAAAbmoIAAAAMgqjBcIPAQAAAGtqCAAAADIKmAh5DwEAAABqaggAAAAyCokHyBMBAAAAamoIAAAAMgqJB1kSAQAAAGpqCAAAADIKEgHCDwEAAABraggAAAAyCgcEeQ8BAAAAamoIAAAAMgr4Ap4TAQAAAGpqCAAAADIK+AIvEgEAAABqaggAAAAyCigM2QgBAAAAbmocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr6DdweAQAAAHhqCAAAADIK+g1tFwEAAAB5aggAAAAyCikH2B4BAAAAeGoIAAAAMgopB20XAQAAAHlqCAAAADIKmAKuHgEAAAB4aggAAAAyCpgCbRcBAAAAeWoIAAAAMgr6DQcRAQAAAHhqCAAAADIKKQcHEQEAAAB4aggAAAAyCpgCBxEBAAAAeGoIAAAAMgrICyoIAQAAAHlqCAAAADIKQgcqCAEAAAB5aggAAAAyCvwEKggBAAAAeWoIAAAAMgpgCDQDAQAAAFhqCAAAADIKYAimAAEAAABZahwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmkPIR4BAAAAMWoIAAAAMgpaDoUfAQAAADJqCAAAADIKWg4IGwEAAAAwaggAAAAyCpgIHR4BAAAAMWoIAAAAMgqJB4EfAQAAADJqCAAAADIKiQcEGwEAAAAwaggAAAAyCokHHBgBAAAAMmoIAAAAMgoHBPMdAQAAADFqCAAAADIK+AI+HwEAAAAxaggAAAAyCvgC2hoBAAAAMGoIAAAAMgr4AgMYAQAAADFqCAAAADIKaQ9MEAEAAAAxaggAAAAyCloOLQ0BAAAAMGoIAAAAMgqYCEwQAQAAADFqCAAAADIKiQewEQEAAAAyaggAAAAyCokHLQ0BAAAAMGoIAAAAMgoHBEwQAQAAADFqCAAAADIK+AKXEQEAAAAxaggAAAAyCvgCLQ0BAAAAMGoIAAAAMgqiB9kIAQAAADJqCAAAADIKXAXACAEAAAAxahwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCq8K8RoKAAAALi4uLi4uLi4uLgwAAAAyCq8KMRcKAAAALi4uLi4uLi4uLgwAAAAyCq8K7A8KAAAALi4uLi4uLi4uLgwAAAAyCq8KLAwKAAAALi4uLi4uLi4uLgkAAAAyCogJ7gcDAAAALi4uZQgAAAAyCmAIJgUBAAAAKS4IAAAAMgpgCDQAAQAAACguHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAAVQUKbRZDyHcfQ8h3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIK+g2NIAEAAABiLggAAAAyCvoNJRoBAAAAYi4IAAAAMgopB4kgAQAAAGIuCAAAADIKKQchGgEAAABiLggAAAAyCpgCNSABAAAAYi4IAAAAMgqYAvcZAQAAAGIuCAAAADIK+g1/EgEAAABiLggAAAAyCvoNSgwBAAAAYi4IAAAAMgopB7gSAQAAAGIuCAAAADIKKQdKDAEAAABiLggAAAAyCpgCjhIBAAAAYi4IAAAAMgqYAkoMAQAAAGIuCAAAADIKYAgeBAEAAABiLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAA/PMSAClCyHcEAAAALQEAAAQAAADwAQEAAwAAAAAA) в ![](data:image/x-wmf;base64,183GmgAAAAAAAOAOQAIACQAAAACxUgEACQAAA50BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gDgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIKoAEWDgEAAAApeQgAAAAyCqABJAkBAAAAKHkIAAAAMgqgAeIHAQAAACl5CAAAADIKoAHwAgEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAL4FCuAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABDg0BAAAAYnkIAAAAMgqgAdoGAQAAAGJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKoAEkDAEAAABYeQgAAAAyCqABlgkBAAAAWXkIAAAAMgqgAfAFAQAAAFh5CAAAADIKoAFiAwEAAABZeQgAAAAyCqABLgABAAAAUXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AGMIAQAAAFR5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAeAYKlxZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKoAHmCgEAAAAteQgAAAAyCqABsgQBAAAALXkIAAAAMgqgAbYBAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD88xIAKULIdwQAAAAtAQEABAAAAPABAAADAAAAAAA=),

получаем скалярную сумму квадратов ![](data:image/x-wmf;base64,183GmgAAAAAAAMAQYAQACQAAAACxSgEACQAAA1kCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYATAEBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+AEAAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAB4BgpyFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAACAAAADIK2QLzAgEAAADleQgAAAAyCtkCwwoBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABaBQpLFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgrvA38DAQAAAD15CAAAADIK7wNpCwEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAHgGCnMWQ8h3H0PIdyDAyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACpgkBAAAALXkIAAAAMgqAAr4GAQAAAC15CAAAADIKgAK2AQEAAAA9eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAWQ8h3H0PIdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAhwMBAAAAbnkIAAAAMgrvAycDAQAAAGl5CAAAADIK+gBWCwEAAABreQgAAAAyCu8DDQsBAAAAankIAAAAMgrgAusOAQAAAGp5CAAAADIK4AI9DQIAAABpaggAAAAyCuACCQYBAAAAaWocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAApsMAQAAAHhqCAAAADIKgAJhBQEAAAB5aggAAAAyCoACLgABAAAAUWocAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgrvA/YDAQAAADFqCAAAADIK1AHrDwEAAAAyaggAAAAyCu8D4AsBAAAAMWoIAAAAMgrgAscIAQAAADBqHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABZDyHcfQ8h3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKgAJcDwEAAAApaggAAAAyCoACswQBAAAAKGocAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABaBQpOFkPIdx9DyHcgwMp3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAtsNAQAAAGJqCAAAADIKgALkBwEAAABiagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAA/PMSAClCyHcEAAAALQEAAAQAAADwAQEAAwAAAAAA)

Условием обращения полученной суммы в минимум является система нормальных уравнений:

![](data:image/x-wmf;base64,183GmgAAAAAAAEAFYAT/CAAAAADOXgEACQAAAz4BAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYARABRIAAAAmBg8AGgD/////AAAQAAAAwP///7b///8ABQAAFgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAgACQAAFAAAAEwIAArUCFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAIAAAAMgpgAjoEAQAAADAAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKYAIYAwEAAAA9AAgAAAAyCosDVAABAAAAtgAIAAAAMgpwAZAAAQAAALYAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AECAAgAAAAyCusDLAIBAAAAagAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQECAAQAAADwAQEACAAAADIKcAFKAQEAAABRABAAAAD7AoD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCosDDgEBAAAAYgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==), (j=0,1,2,…,k) .

В результате дифференцирования получается:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAKQAIACQAAAACxVgEACQAAA0cBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALgChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCqAB6wkBAAAAMAAIAAAAMgqgAfQHAQAAACkACAAAADIKoAEcAwEAAAAoAAgAAAAyCqABOgABAAAAMgAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAckIAQAAAD0ACAAAADIKoAHSBAEAAAAtABAAAAD7AoD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB7AYBAAAAYgAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKoAEDBgEAAABYAAgAAAAyCqABjgMBAAAAWQAIAAAAMgqgAR4BAQAAAFgAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAUQIBAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

При замене вектора неизвестных параметров β на оценки, полученные методом наименьших квадратов, получаем следующее выражение:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAIAAIBCQAAAADQVAEACQAAA/IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAALACBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCqAByQYCAAAAWGIIAAAAMgqgAcUEAQAAAFgACAAAADIKoAEmAgEAAABZAAgAAAAyCqABWAABAAAAWAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK9AD4BQEAAABUAAgAAAAyCvQAiwEBAAAAVAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAX8DAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

Далее умножив обе части уравнения слева на матрицу ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFQAIACQAAAACRWQEACQAAAywBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKoEAAAALQEAAAgAAAAyCvQAHwUBAAAAMQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKoEAAAALQEBAAQAAADwAQAACAAAADIKoAEMBAEAAAApAAgAAAAyCqABNAABAAAAKAAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgr0AKUEAQAAAC0AFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB4AIBAAAAWAAIAAAAMgqgAdwAAQAAAFgAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACqBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQADwIBAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), получим

![](data:image/x-wmf;base64,183GmgAAAAAAAGAXQAIACQAAAAAxSwEACQAAA+wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAJgFxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gFwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAG4EAAAALQEAAAgAAAAyCqABXRYBAAAAYgAIAAAAMgqgAbMUAQAAAFgACAAAADIKoAGvEgEAAABYAAgAAAAyCqABhA4BAAAAWAAIAAAAMgqgAYAMAQAAAFgACAAAADIKoAHZCAEAAABZAAgAAAAyCqABCwcBAAAAWAAIAAAAMgqgAeACAQAAAFgACAAAADIKoAHcAAEAAABYABUAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAbgQAAAAtAQEABAAAAPABAAAIAAAAMgr0AOITAQAAAFQACAAAADIK9ACzDQEAAABUAAgAAAAyCvQAPggBAAAAVAAIAAAAMgr0AA8CAQAAAFQAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB3xUBAAAAKQAIAAAAMgqgAQcSAQAAACgACAAAADIKoAGwDwEAAAApAAgAAAAyCqAB2AsBAAAAKAAIAAAAMgqgAeEJAQAAACkACAAAADIKoAFjBgEAAAAoAAgAAAAyCqABDAQBAAAAKQAIAAAAMgqgATQAAQAAACgAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAABuBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAwxABAAAAMQAIAAAAMgr0AB8FAQAAADEAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAF9EQEAAADXAAgAAAAyCqABtgoBAAAAPQAIAAAAMgqgAdkFAQAAANcAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIK9ABJEAEAAAAtAAgAAAAyCvQApQQBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

Так как ![](data:image/x-wmf;base64,183GmgAAAAAAAMAMQAIACQAAAACRUAEACQAAA3wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALADBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ADAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAM4EAAAALQEAAAgAAAAyCqABjQsBAAAARQAIAAAAMgqgAVgIAQAAAFgACAAAADIKoAFVBgEAAABYAAgAAAAyCqAB3wIBAAAAWAAIAAAAMgqgAdwAAQAAAFgAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAhwcBAAAAVAAIAAAAMgr0AA4CAQAAAFQAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAFYCgEAAAA9ABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAowQBAAAALQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAM4EAAAALQEAAAQAAADwAQEACAAAADIKoAGDCQEAAAApAAgAAAAyCqABrQUBAAAAKAAIAAAAMgqgAQoEAQAAACkACAAAADIKoAE0AAEAAAAoABUAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAzgQAAAAtAQEABAAAAPABAAAIAAAAMgr0AB0FAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) , тогда ![](data:image/x-wmf;base64,183GmgAAAAAAACAMQAIBCQAAAABwUAEACQAAA3wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gCwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEAAAgAAAAyCqABYAsBAAAAKQAIAAAAMgqgAeIHAQAAACgACAAAADIKoAE/BgEAAAApAAgAAAAyCqABZwIBAAAAKAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALgEAAAALQEBAAQAAADwAQAACAAAADIK9ABSBwEAAAAxABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAuAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAVgKAQAAAFkACAAAADIKoAGKCAEAAABYAAgAAAAyCqABEwUBAAAAWAAIAAAAMgqgAQ8DAQAAAFgACAAAADIKoAEuAAEAAABiABUAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAuAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AL0JAQAAAFQACAAAADIK9ABCBAEAAABUABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQA2AYBAAAALQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUUBAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Полученные оценки вектора b являются не смещенными и эффективными.

Ковариационная матрица вектора b имеет вид:

![](data:image/x-wmf;base64,183GmgAAAAAAAMALQAIACQAAAACRVwEACQAAA5QBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCvQAJgsBAAAAMQAIAAAAMgr0AJoFAQAAADIAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABEwoBAAAAKQAIAAAAMgqgATsGAQAAACgACAAAADIKoAGAAgEAAAApAAgAAAAyCqABPAEBAAAAKAAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgr0AKwKAQAAAC0AEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKoAFVAwEAAAA9ABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAecIAQAAAFgACAAAADIKoAHjBgEAAABYAAgAAAAyCqABugEBAAAAYgAIAAAAMgqgARYAAQAAAFYAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAFggBAAAAVAAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAV8EAQAAAHMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=), где ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQEAAAgAAAAyCvQAVwEBAAAAMgAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgARwAAQAAAHMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) - остаточная дисперсия.

Элементы главной диагонали этой матрицы представляют собой дисперсии вектора оценок b. Остальные элементы являются значениями коэффициентов ковариации:

![](data:image/x-wmf;base64,183GmgAAAAAAACATYAIACQAAAABRTwEACQAAA5gBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIgExIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gEgAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCoABbRIBAAAAKQAIAAAAMgqAASANAgAAACkoCAAAADIKgAG5CAEAAAAoAAgAAAAyCoABNgUBAAAAKQAJAAAAMgqAATQABAAAAGNvdigVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK4AHyEQEAAABqAAgAAAAyCuAB/g4BAAAAagAIAAAAMgrgAakMAQAAAGkACAAAADIK4AHpCQEAAABpAAgAAAAyCuABuwQBAAAAagAIAAAAMgrgAYYDAQAAAGkAFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABHA4BAAAAYgAIAAAAMgqAATcJAQAAAGIACAAAADIKgAE5BwEAAABNAAgAAAAyCoAB2QMBAAAAYgAIAAAAMgqAAdQCAQAAAGIAEAAAAPsCgP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKgAHUEAEAAABiAAgAAAAyCoABuwsBAAAAYgAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAbUPAQAAAC0ACAAAADIKgAGcCgEAAAAtAAgAAAAyCoABCwYBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), где ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAECCQAAAAAzWwEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAHgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKsEAAAALQEAAAgAAAAyCmAB4QMBAAAAbgAIAAAAMgpgAS4AAQAAAGkAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKYAHTAgEAAAC4AAgAAAAyCmAB9wABAAAAPQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKsEAAAALQEAAAQAAADwAQEACAAAADIKYAH1AQEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) , ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA+IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMAEAAAALQEAAAgAAAAyCmABfQQBAAAAawAIAAAAMgpgAYIAAQAAAGoAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKYAFvAwEAAAC4AAgAAAAyCmABUQEBAAAAPQAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMAEAAAALQEAAAQAAADwAQEACAAAADIKYAFzAgEAAAAwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA).

Таким образом, оценка ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAIACQAAAADRXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANIEAAAALQEAAAgAAAAyCuABEAEBAAAAagAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANIEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAABiAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) - это линейная функция от зависимой переменной. Она имеет нормальное распределение с математическим ожиданием ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuABZAEBAAAAagAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) и дисперсией ![](data:image/x-wmf;base64,183GmgAAAAAAAEAPoAIBCQAAAADwUwEACQAAA8IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAJADxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ADwAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAgAAAAyCgACdw4CAAAAamoIAAAAMgr0ACcKAQAAAFQACAAAADIKAAJTAQEAAABiABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAfgKAQAAAFgACAAAADIKoAH0CAEAAABYAAgAAAAyCqABRgABAAAARAAVAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAQAAADwAQEACAAAADIKOALZAQEAAABqABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAccNAQAAAF0ACAAAADIKoAEkDAEAAAApAAkAAAAyCqABFAcDAAAAKlsoAAgAAAAyCqABxAUBAAAAJgAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKQEAAAALQEAAAQAAADwAQEACAAAADIK9AA3DQEAAAAxAAgAAAAyCvQA7QQBAAAAMgAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgr0AL0MAQAAAC0AEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIKoAGoAgEAAAA9ABAAAAD7AoD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABsgMBAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Несмещенная оценка остаточной дисперсии определяется по формуле:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAU4AMACQAAAABxSQEACQAAA9kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AOAFBIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9AFAAAlgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAgACOgQFAAAAEwIAAgoJFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAIAAAAMgpgAr8TAQAAACkACAAAADIKYAIpDwEAAAAoAAgAAAAyCmAC0w0BAAAAKQAIAAAAMgpgAj0JAQAAACgACAAAADIKiwNaCAEAAAAxAAgAAAAyCnABQgYBAAAAMQAIAAAAMgr0AYoAAQAAAIgAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAgAEAAAA8AEBAAgAAAAyCrQBOAEBAAAAMgAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQIACAAAADIKYAIQEgIAAABYYggAAAAyCmACmw8BAAAAWQAIAAAAMgpgAiQMAgAAAFhiCAAAADIKYAKvCQEAAABZAAgAAAAyCosDaQYBAAAAawAIAAAAMgqLA1QEAQAAAG4ACAAAADIKYAJAAAEAAABTABUAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgQQAAAAtAQIABAAAAPABAQAIAAAAMgq0AV4OAQAAAFQAFQAAAPsCIP8AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyBBAAAAC0BAQAEAAAA8AECAAkAAAAyCsACEwEDAAAA7vHyABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmAC3xABAAAALQAIAAAAMgpgAvMKAQAAAC0ACAAAADIKiwNxBwEAAAAtAAgAAAAyCosDVgUBAAAALQAIAAAAMgpgAgwDAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAgADAAAAAAA=), где n – объем выборочной совокупности;

k – число объясняющих переменных.

Для проверки значимости уравнения регрессии используют F-критерий дисперсионного анализа, основанного на разложении общей суммы квадратов отклонений на составляющие части:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAKYAIACQAAAAARVgEACQAAAzYBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gCgAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIcEAAAALQEAAAkAAAAyCuABoAgDAAAA7vHyABUAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgrgAYUFAQAAAFIAFQAAAPsCIP8AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMyHBAAAAC0BAAAEAAAA8AEBAAkAAAAyCuABPgEDAAAA7uH5ABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAZAHAQAAAFEACAAAADIKgAFrBAEAAABRAAgAAAAyCoABLgABAAAAUQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAYIGAQAAACsACAAAADIKgAFPAwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) , где ![](data:image/x-wmf;base64,183GmgAAAAAAACAPQAQACQAAAABxVQEACQAAA8QBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAQgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gDgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK2QJ6CwEAAADlABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DBgwBAAAAPQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAlUKAQAAAD0ACAAAADIKgAJaAgEAAAA9ABUAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApwQAAAAtAQEABAAAAPABAAAIAAAAMgr6AA4MAQAAAG4ACAAAADIK7wO5CwEAAABpAAgAAAAyCuACFQ4BAAAAaQAIAAAAMgrUAV4GAQAAAFQACAAAADIK4AJIAQEAAABSABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAmMNAQAAAHkACAAAADIKgALRBwIAAABYYggAAAAyCoACJAQCAAAAWGIIAAAAMgqAAi4AAQAAAFEAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACnBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DcgwBAAAAMQAIAAAAMgrUATIOAQAAADIAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACnBAAAAC0BAAAEAAAA8AEBAAgAAAAyCm4Cfw0BAAAAiAAIAAAAMgqAAoAJAQAAACkACAAAADIKgAIpBwEAAAAoAAgAAAAyCoAC0wUBAAAAKQAIAAAAMgqAAnwDAQAAACgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) - сумма квадратов отклонений (от нуля), обусловленная регрессией;

![](data:image/x-wmf;base64,183GmgAAAAAAACABIAL+CAAAAADvXAEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAAEAUQAQACQAAAAARTgEACQAAA/oBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQARAFBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///8AFAAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK2ALYEAEAAADlABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu4DZBEBAAAAPQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAArIPAQAAAD0ACAAAADIKgAL7CwEAAAAtAAgAAAAyCoACDgYBAAAALQAIAAAAMgqAAjYDAQAAAD0AFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAbBEBAAAAbgAIAAAAMgruAxcRAQAAAGkACAAAADIK4AI8EwEAAABpAAgAAAAyCtQBewkBAAAAVAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzKAEAAAALQEAAAQAAADwAQEACQAAADIK4AI+AQMAAADu8fIAFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAClhIBAAAAZQAIAAAAMgqAAi0NAgAAAFhiCAAAADIKgAK4CgEAAABZAAgAAAAyCoACQAcCAAAAWGIIAAAAMgqAAssEAQAAAFkACAAAADIKgAIuAAEAAABRABUAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoAQAAAAtAQAABAAAAPABAQAIAAAAMgruA9ARAQAAADEACAAAADIK1AFZEwEAAAAyABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAt0OAQAAACkACAAAADIKgAJGCgEAAAAoAAgAAAAyCoAC8AgBAAAAKQAIAAAAMgqAAlkEAQAAACgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) - сумма квадратов отклонений фактических значений зависимой переменной от расчетных ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEAAIBCQAAAACwWAEACQAAA9oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCmABrwICAAAAWGIIAAAAMgpgAV4AAQAAAHkAEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKYAFpAQEAAAA9ABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgpOAXoAAQAAAIgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=), т.е. сумма квадратов отклонений относительно плоскости регрессии, обусловленное воздействием случайных и неучтенных в модели факторов.

Для проверки гипотезы ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAAx8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCoABgAUBAAAAMAAIAAAAMgqAAVQCAQAAADoAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABgAEBAAAAMAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAV4EAQAAAD0AEAAAAPsCgP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKgAEFAwEAAABiABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUYAAQAAAEgACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) используется величина ![](data:image/x-wmf;base64,183GmgAAAAAAAMALgAcACQAAAABRUgEACQAAA7UBAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgAfACxIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+ACwAAOwcAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAEJAAAA+gIAAAgAAAAAAAAAIgAEAAAALQEAAAUAAAAUAvsBKgUFAAAAEwL7AewHBQAAABQCqwW1AwUAAAATAqsFhQgJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEBAAUAAAAUAsADlQMFAAAAEwLAA3gLFQAAAPsCIP8AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAMynBAAAAC0BAgAJAAAAMgprBsIJAwAAAO7x8gAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKcEAAAALQEDAAQAAADwAQIACAAAADIKuwIzCQEAAABSAAgAAAAyCoAEJAEBAAAASAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKcEAAAALQECAAQAAADwAQMACAAAADIKCwayCAEAAABRAAgAAAAyCjYH5AUBAAAAawAIAAAAMgo2B88DAQAAAG4ACAAAADIKWwIZCAEAAABRAAgAAAAyCoYDRAUBAAAAawAIAAAAMgogBEYAAQAAAEYAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACnBAAAAC0BAwAEAAAA8AECAAgAAAAyCjYH1QcBAAAAMQAIAAAAMgobBb0FAQAAADEACAAAADIKhgM8BwEAAAAxAAgAAAAyCmsBKwYBAAAAMQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAwAIAAAAMgo2B+wGAQAAAC0ACAAAADIKNgfRBAEAAAAtAAgAAAAyCoYDTAYBAAAAKwAIAAAAMgogBGcCAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQMABAAAAPABAgADAAAAAAA=), которая имеет F-распределение Фишера-Снедекора с числом степеней свободы ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFIAICCQAAAADzWQEACQAAAx8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALwEAAAALQEAAAgAAAAyCoAB6AQBAAAAMQAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALwEAAAALQEBAAQAAADwAQAACAAAADIK4AHnAAEAAAAxABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAB+AMBAAAAKwAIAAAAMgqAAcgBAQAAAD0AFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAC8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB8AIBAAAAawAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAQQAAQAAAG4ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAAAAIIAIBCQAAAAAwVAEACQAAAy8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMkEAAAALQEAAAgAAAAyCoABIAcBAAAAMQAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMkEAAAALQEBAAQAAADwAQAACAAAADIK4AEAAQEAAAAyABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABNwYBAAAALQAIAAAAMgqAARwEAQAAAC0ACAAAADIKgAHyAQEAAAA9ABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAyQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAS8FAQAAAGsACAAAADIKgAEaAwEAAABuABAAAAD7AoD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABBAABAAAAbgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Если ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFYAIACQAAAADRWQEACQAAA/8AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzOMEAAAALQEAAAgAAAAyCuABcwQCAAAA6vAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOMEAAAALQEBAAQAAADwAQAACAAAADIK4AEkAQEAAABIABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA4wQAAAAtAQAABAAAAPABAQAIAAAAMgqAAZsDAQAAAEYACAAAADIKgAFGAAEAAABGABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABZwIBAAAAPgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) , то уравнение регрессии значимо, т.е. в уравнении есть хотя бы один коэффициент регрессии, отличный от нуля.

В случае значимости уравнения регрессии проверяется значимость отдельных коэффициентов регрессии. Для проверки нулевой гипотезы ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHYAIACQAAAABxWwEACQAAA0QBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABgAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyCoABEQYBAAAAMAAIAAAAMgqAAVQCAQAAADoAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABgAEBAAAAMAAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAe8EAQAAAD0AFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABIwQBAAAAagAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAQAAADwAQEACAAAADIKgAFGAAEAAABIABAAAAD7AoD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABBQMBAAAAYgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) используется величина

![](data:image/x-wmf;base64,183GmgAAAAAAAOAM4AQBCQAAAAAQVgEACQAAA7MBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4ATgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///+gDAAAnAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmAClQMFAAAAEwJgApkMFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACpBAAAAC0BAQAIAAAAMgpvBNELAgAAAGpqCAAAADIKYwOPBwEAAABUAAgAAAAyCvsBOwgBAAAAagAIAAAAMgogAyQBAQAAAEgAFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACpBAAAAC0BAgAEAAAA8AEBAAgAAAAyCg8EYAgBAAAAWAAIAAAAMgoPBFwGAQAAAFgACAAAADIKDwS1AwEAAABTAAgAAAAyCpsBWQcBAAAAYgAIAAAAMgrAAkYAAQAAAEYAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACpBAAAAC0BAQAEAAAA8AECAAgAAAAyCg8EIQsBAAAAXQAIAAAAMgoPBIwJAQAAACkACAAAADIKDwQ2BQIAAABbKAgAAAAyCqMD/wMBAAAAiAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKkEAAAALQECAAQAAADwAQEACAAAADIKYwORCgEAAAAxAAgAAAAyCmMDrQQBAAAAMgAIAAAAMgrvADQIAQAAADIAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKYwMlCgEAAAAtABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsACZwIBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) , которая имеет F-распределение Фишера-Снедекора с числом степеней свободы ![](data:image/x-wmf;base64,183GmgAAAAAAAKADIAIACQAAAACRXwEACQAAA/IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCoABxgIBAAAAMQAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIK4AHnAAEAAAAxABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAByAEBAAAAPQAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAQQAAQAAAG4ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) и ![](data:image/x-wmf;base64,183GmgAAAAAAAAAIIAIBCQAAAAAwVAEACQAAAy8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMkEAAAALQEAAAgAAAAyCoABIAcBAAAAMQAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMkEAAAALQEBAAQAAADwAQAACAAAADIK4AEAAQEAAAAyABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABNwYBAAAALQAIAAAAMgqAARwEAQAAAC0ACAAAADIKgAHyAQEAAAA9ABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAyQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAS8FAQAAAGsACAAAADIKgAEaAwEAAABuABAAAAD7AoD+AAAAAAAAkAEBAAACAAIAEFN5bWJvbAACBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABBAABAAAAbgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==); ![](data:image/x-wmf;base64,183GmgAAAAAAAKAHgAIBCQAAAAAwWwEACQAAAzwBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKYEAAAALQEAAAgAAAAyCgACxQYCAAAAamoIAAAAMgr0AHUCAQAAAFQAFQAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABRgMBAAAAWAAIAAAAMgqgAUIBAQAAAFgAFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACmBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABFQYBAAAAXQAIAAAAMgqgAXIEAQAAACkACAAAADIKoAEcAAIAAABbKBUAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApgQAAAAtAQEABAAAAPABAAAIAAAAMgr0AIUFAQAAADEAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEAAAQAAADwAQEACAAAADIK9AALBQEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEBAAQAAADwAQAAAwAAAAAA) - соответствующий элемент главной диагонали ковариационной матрицы.

Коэффициент регрессии ![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuABZAEBAAAAagAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) считается значимым, если ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFYAIACQAAAADRWQEACQAAA/8AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzOMEAAAALQEAAAgAAAAyCuABcwQCAAAA6vAVAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOMEAAAALQEBAAQAAADwAQAACAAAADIK4AEkAQEAAABIABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA4wQAAAAtAQAABAAAAPABAQAIAAAAMgqAAZsDAQAAAEYACAAAADIKgAFGAAEAAABGABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABZwIBAAAAPgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Для значимых коэффициентов регрессии можно построить доверительные интервалы, используя формулу

![](data:image/x-wmf;base64,183GmgAAAAAAAIAQoAIBCQAAAAAwTAEACQAAA+QBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCoAKAEBIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9AEAAAWgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCsABmQ8BAAAAfQAIAAAAMgrAAUcOAQAAAF0ACAAAADIKwAGkDAEAAAApAAgAAAAyCsABTggCAAAAWygIAAAAMgpUAc0HAQAAAIgACAAAADIKwAEiAwEAAAB7ABUAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAhwQAAAAtAQEABAAAAPABAAAIAAAAMgoUAbcNAQAAADEAFQAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACHBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiAC9w4CAAAAamoIAAAAMgoUAacKAQAAAFQACAAAADIKIAKmBAEAAABqAAgAAAAyCiACZAEBAAAAagAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKwAF4CwEAAABYAAgAAAAyCsABdAkBAAAAWAAIAAAAMgrAAYMHAQAAAFMACAAAADIKwAFrBgEAAAB0AAgAAAAyCsABxAMBAAAAYgAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgoUAT0NAQAAAC0AEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKwAFdBQEAAACxAAgAAAAyCsABBgIBAAAAzgAQAAAA+wIg/wAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQAABAAAAPABAQAIAAAAMgogAtsGAQAAAGcAEAAAAPsCgP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQAACAAAADIKwAFGAAEAAABiAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) , где ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAIBCQAAAAAQXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAQAAAA+wIg/wAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIK4AGeAAEAAABnABUAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAArwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAS4AAQAAAHQACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) находится по таблице распределения Стьюдента для уровня значимости ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA90AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQAACAAAADIKYAFYBAEAAABnAAgAAAAyCmABFgABAAAAYQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAV0DAQAAAC0ACAAAADIKYAGBAQEAAAA9ABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAcQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAX8CAQAAADEACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) и числа степеней свободы ![](data:image/x-wmf;base64,183GmgAAAAAAAGAHwAEBCQAAAACwWAEACQAAAwoBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAFgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAVAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMwEAAAALQEAAAgAAAAyCmABiAYBAAAAMQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAZ4FAQAAAC0ACAAAADIKYAGCAwEAAAAtAAgAAAAyCmABVwEBAAAAPQAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAMwEAAAALQEAAAQAAADwAQEACAAAADIKYAGWBAEAAABrAAgAAAAyCmABgAIBAAAAbgAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQQAAQAAAG4ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

В многошаговом регрессионном анализе наиболее известны три подхода:

1. Метод случайного поиска с адаптацией. Осуществляется путем построения нескольких уравнений регрессии на основе формально разработанного принципа включения факторов и последующего выбора лучшего уравнения с точки зрения определенного критерия.
2. Метод включения переменных, основанный на построении уравнения регрессии по одному значимому фактору и последовательном добавлении всех остальных статистически значимых переменных путем расчета частных коэффициентов корреляции и F-критерия при проверке значимости вводимого в модель фактора.
3. Метод отсева факторов по t-критерию. Данный метод заключается в построении уравнений регрессии по максимально возможному количеству объясняющих переменных и последующем исключении статистически не существенных факторов.

## Метод отсева факторов по t-критерию

Наиболее оправданным является использование многошагового регрессионного анализа, основанного на оценке значимости коэффициентов регрессии с помощью t-критерия Стьюдента. Данный метод и был использован при анализе продолжительности жизни населения стран Африки в данной курсовой работе, потому что его применение четко формализовано, и в то же время на различных стадиях построения модели можно производить качественный экономический анализ. Рассмотрим его более подробно.

Итак, на первом этапе строится уравнение регрессии по переменным, предположительно влияющим на исследуемую зависимую переменную. Затем с помощью определенных критериев исключаются те переменные, которые оказывают статистически несущественное влияние. На этом подходе основан метод отсева факторов по t-критерию в многошаговом регрессионном анализе.

Применение t-критерия при отборе существенных факторов основано на следующей предпосылке регрессионного анализа: если выполняется условие, что *Ei* распределены нормально, то величина ![](data:image/x-wmf;base64,183GmgAAAAAAACAHIAUACQAAAAARXAEACQAAA7cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAUgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6v////gBgAAywQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKgAtACBQAAABMCoALgBhwAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAIAAAAMgqwBKYFAQAAAGp5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKsATmBAEAAABieQgAAAAyCt0BeAYBAAAAankIAAAAMgrdAZQEAQAAAC15CAAAADIK3QHYAwEAAABqeRwAAAD7AgD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCrAExgMBAAAAU3kIAAAAMgrdAXgFAQAAAGJ5HAAAAPsCAP4AAAAAAACQAQAAAKEEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIK3QHQAgEAAADieRwAAAD7AgD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCiADUAIBAAAAIHkIAAAAMgogA0AAAgAAAHQgHAAAAPsCAP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAyQcK/A1V9XcWVfV3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKIANIAQEAAAA9IAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQIAAwAAAAAA) распределена по закону Стьюдента с *ν = n-k-1* степенями свободы. По этому критерию можно проверить гипотезу о существенном отличии от нуля коэффициента регрессии *βj*  при некотором заданном уровне значимости и *n-k-1* степенях, то коэффициент регрессии *βj*  признается значимым.

Простейшая схема проверки сводится к построению доверительного интервала для каждого коэффициента регрессии и проверке гипотезы о том, находится ли нуль внутри построенного интервала. Если это так, то данный коэффициент регрессии признается незначимым или же его значимость подвергается сомнению и выявляется на следующих этапах анализа.

Схема отбора значимых факторов в уравнение регрессии с помощью t-критерия выглядит следующим образом. Если все коэффициенты регрессии значимы, то уравнение регрессии признается окончательным и принимается в качестве модели исследуемого признака для последующего анализа. Если же среди коэффициентов регрессии имеются незначимые, то соответствующие объясняющие переменные следует исключить из уравнения.

Однако предварительно следует проранжировать коэффициенты регрессии по величине tH и в первую очередь отсеять тот фактор, для которого коэффициент регрессии незначим и tH  имеет наименьшее значение. Затем уравнение регрессии пересчитывается снова (уже без исключенного фактора), и производится оценка коэффициентов регрессии по t-критерию. Такую процедуру повторяют до тех пор, пока все коэффициенты регрессии в уравнении не окажутся значимыми.

При этом на каждом шаге, кроме формальной статистической проверки значимости коэффициентов регрессии, проводится экономический анализ несущественных факторов и устанавливается порядок их исключения. В некоторых случаях значение tH находится вблизи tкр, и, с точки зрения содержательности модели, этот фактор можно оставить для последующей проверки его значимости в сочетании с другим набором факторов. Возможность такого экономического анализа при формальной статистической процедуре отсеивания незначимых факторов по t-критерию является большим преимуществом этого метода многошагового регрессионного анализа.

Вместе с тем следует отметить, что несущественность коэффициента регрессии по t-критерию не всегда является надежным основанием для исключения переменной из дальнейшего анализа. Поэтому в ряде случаев для проведения многошагового регрессионного анализа с помощью t-критерия предполагается использовать некоторые дополнительные эмпирические процедуры. Например, исключать переменную из уравнения регрессии лишь в том случае, когда средняя квадратическая ошибка коэффициента регрессии превышает абсолютный размер вычисленного коэффициента, то есть когда tH по абсолютной величине меньше единицы. При этом предполагается, что нет достаточных логических оснований для того, чтобы оставлять такую переменную в модели.

# **Практическая часть.**

## Вариационные характеристики.

Для изучения корреляционного и регрессионного анализа в более подробном разрезе была взята совокупность стран Африки.

Задачей проводимого исследования является выявление и изучение зависимости данных экономических явлений.

При проведении данного исследования была взята совокупность, состоящая из 25 стран Африки:

Алжир, Ангола, Генин, Ботсвана, Бурунди, Буркина Фасо, Габон, Гамбия, Гана, Гвинея, Гвинея-Бисау, Джибути, Египет, Заир, Замбия, Зимбабве, Кабо-Верде, Кения, Коморские острова, Конго, Кот-д’Ивуар, Лесото, Либерия, Ливия.

Характеризующими являются следующие признаки: средняя продолжительность жизни (лет), численность населения (тыс. человек), доля городского населения (%), число медицинских работников на 10 тысяч населения (чел.), доля неграмотных (%), среднегодовой индекс роста производства продовольствия (%).

Но для упрощения проведения расчетов и всего исследования, а также выявления связи стоит разделить вышеописанные признаки на факторный и результативные и заменить их условными переменными (у, х1, х2, х3, х4, х5):

результативный признак (у) представляет собой среднюю продолжительность жизни (лет);

факторные признаки (х):

х1: численность населения (тыс. человек);

х2: доля городского населения (%);

х3: число медицинских работников на 10 тысяч населения (чел.);

х4: доля неграмотных (%);

х5: среднегодовой индекс роста производства продовольствия (%).

Начальные данные представлены в таблице:

┌────┬────────┬───────────┬────────┬────────┬────────┬─────────┐

│ N │ y │ x1 │ x2 │ x3 │ x4 │ x5 │

├────┼────────┼───────────┼────────┼────────┼────────┼─────────┤

│ 1 │ 63.00 │ 23102.00 │ 60.85 │ 32.70 │ 55.30 │ 87.00 │

│ 2 │ 44.50 │ 9226.00 │ 21.00 │ 12.70 │ 97.00 │ 58.00 │

│ 3 │ 46.00 │ 4304.00 │ 30.80 │ 7.50 │ 75.20 │ 108.00 │

│ 4 │ 56.50 │ 1169.00 │ 29.50 │ 35.80 │ 59.30 │ 71.00 │

│ 5 │ 48.50 │ 5001.00 │ 2.29 │ 3.80 │ 77.40 │ 101.00 │

│ 6 │ 47.20 │ 8305.00 │ 8.48 │ 8.10 │ 91.20 │ 92.00 │

│ 7 │ 51.00 │ 1058.00 │ 35.80 │ 22.30 │ 87.60 │ 98.00 │

│ 8 │ 37.00 │ 670.00 │ 18.50 │ 15.10 │ 85.20 │ 62.00 │

│ 9 │ 54.00 │ 13704.00 │ 35.86 │ 37.60 │ 69.80 │ 73.00 │

│ 10 │ 42.20 │ 6380.00 │ 19.07 │ 4.20 │ 80.00 │ 91.00 │

│ 11 │ 45.00 │ 925.00 │ 23.80 │ 38.60 │ 71.60 │ 83.00 │

│ 12 │ 64.50 │ 372.00 │ 73.95 │ 72.20 │ 80.00 │ 75.00 │

│ 13 │ 60.60 │ 50740.00 │ 45.37 │ 47.90 │ 56.50 │ 89.00 │

│ 14 │ 52.00 │ 32461.00 │ 39.50 │ 12.60 │ 42.10 │ 86.00 │

│ 15 │ 53.30 │ 7563.00 │ 40.40 │ 18.50 │ 56.00 │ 91.00 │

│ 16 │ 57.80 │ 8640.00 │ 19.60 │ 16.60 │ 29.20 │ 94.00 │

│ 17 │ 53.00 │ 10822.00 │ 34.60 │ 14.40 │ 59.50 │ 102.00 │

│ 18 │ 61.50 │ 348.00 │ 5.80 │ 18.80 │ 63.10 │ 83.00 │

│ 19 │ 53.30 │ 22936.00 │ 14.17 │ 11.20 │ 50.40 │ 93.00 │

│ 20 │ 52.00 │ 472.00 │ 11.53 │ 15.30 │ 41.60 │ 91.00 │

│ 21 │ 48.50 │ 1837.00 │ 37.27 │ 31.70 │ 84.40 │ 83.00 │

│ 22 │ 52.30 │ 11142.00 │ 37.62 │ 13.50 │ 58.80 │ 102.00 │

│ 23 │ 50.60 │ 1619.00 │ 4.52 │ 0.50 │ 48.00 │ 78.00 │

│ 24 │ 51.00 │ 2349.00 │ 32.94 │ 11.30 │ 74.60 │ 91.00 │

│ 25 │ 60.80 │ 4083.00 │ 52.40 │ 64.80 │ 49.90 │ 151.00 │

└────┴────────┴───────────┴────────┴────────┴────────┴─────────┘

Реализация алгоритма многомерного регрессионного анализа начинается с расчета важнейших статистических характеристик исходной информации и матрицы выборочных парных коэффициентов корреляции.

Рассмотрим более подробно вариационные характеристики переменной у:

. число наблюдений 25

. среднее значение 52.2440

. верхняя оценка среднего 54.5134

. нижняя оценка среднего 49.9746

. среднеквадратическое отклонение 6.6138

. дисперсия 43.7425

. дисперсия (несмещ. оценка) 45.5651

. среднекв. откл. (несмещ. оценка) 6.7502

. среднее линейное отклонение 5.0938

. моменты начальные

. 2-го поpядка 2773.1780

. 3-го поpядка 1.4943e+05

. 4-го поpядка 8.1668e+06

. моменты центpальные

. 3-го поpядка -2.1613e+01

. 4-го поpядка 5.1166e+03

. коэффициент асимметрии

. значение -0.0747

. несмещенная оценка -0.0796

. среднекв. отклонение 0.4637

. коэффициент эксцесса

. значение -0.0000

. несмещенная оценка 0.2846

. среднекв. отклонение 0.9017

. коэффициенты вариации

. по pазмаху 0.5264

. сpеднему линейному откл. 0.0975

. сpеднеквадp. откл. 0.1266

. медиана 52.0000

. мода 48.5000

. минимальное значение 37.0000

. максимальное значение 64.5000

. размах 27.5000

Проанализируем их.

Средняя продолжительность жизни в странах Африки – 52,244 года. Она вычисляется по формуле средней арифметической невзвешенной:

\_

у = Σуi/n

где n – объем исследуемой совокупности.

Дисперсия в нашем случае равна 43,7425. Она представляет собой средний квадрат отклонений индивидуальных значений признака от их средней величины и вычисляется по формуле:

\_

σ2 = Σ (у I – у )2 / n

Среднее квадратическое отклонение представляет собой корень второй степени из дисперсии, и в нашем случае σ = 6,6138, то есть значение продолжительности жизни в среднем отклоняется на 6,6138 лет.

А среднее линейное отклонение вычисляется по формуле:

\_ \_

d = Σ |уi -y| / n,

которое в нашем случае равно 5,0938 и представляет собой среднюю величину из отклонений вариантов признака от их средней.

Коэффициент вариации среднеквадратического отклонения в исследуемой нами совокупности равен Vσ = 0,1266 или 12,66%, который вычисляется по формуле:

\_

Vσ = σ / у \* 100%.

Коэффициент вариации характеризует не только сравнительную оценку вариации, но и дает характеристику однородности совокупности. Совокупность считается однородной, если коэффициент вариации не превышает 33%, то есть наша совокупность является однородной.

Мода – значение признака, наиболее часто встречающегося в совокупности. Она рассчитывается по формуле:

Мо = уМо  + iМо \* (fМо – fМо-1)/(fМо – fМо-1)\*(fМо – fМо+1)

То есть по Африке наиболее часто встречающееся значение продолжительности жизни равно 48,5 лет.

Медиана – значение признака, приходящегося на середину ранжированной (упорядоченной) совокупности.

Ме = уМе  + iМе \* (0,5 Σf – SМе-1)/fМе.

Таким образом, в нашем случае в половине стран Африки население имеет среднюю продолжительность жизни менее 52 лет, а в другой половине – более 52 лет.

Начальным моментом порядка k случайной величины х называют математическое ожидание величины хк:

νк  = М (хк),

в частности ν1 = М (х), ν2  = М (х2).

В нашем случае

начальные моменты равны:

. 2-го поpядка 2773.1780

. 3-го поpядка 1.4943e+05

. 4-го поpядка 8.1668e+06

Центральным моментом порядка k случайной величины х называют математическое ожидание величины (х – (М (х))к, в частности

μ1 = М[х – М (х)] = 0; μ2 = М[ ( х – М (х))2] = D (х).

В нашем случае центральные моменты равны:

. 3-го поpядка -2.1613e+01

. 4-го поpядка 5.1166e+03

Теперь рассмотрим нашу совокупность на предмет симметрии.

Симметричным называется распределение, в котором частоты любых двух вариантов, равностоящих в обе стороны от центра распределения, равны между собой. В статистике для характеристики асимметрии используют показатели асимметрии и эксцесса.

Так как видно, что наша совокупность асимметричная, найдем степень асимметрии. Сперва используем коэффициент асимметрии:

\_

Аs = (у – Мо)/ σ = 0,4637,

что свидетельствует о наличии незначительной правосторонней асимметрии (Аs>0).

Теперь рассчитаем показатель эксцесса:

ЕК = μ4/ σ4 – 3, где μ4 – центральный момент четвертого порядка.

ЕК  = 0,9017, следовательно, распределение стран Африки по продолжительности жизни является островершинным (ЕК>0).

Кроме того, взглянув на нашу совокупность, можно увидеть, что максимальная продолжительность жизни жителей стран Африки равна уmax=64,5 лет, а минимальная у min=37 лет.

Размах данной совокупности равен уmax  - у min  = 27,5 лет.

## Многошаговый регрессионный анализ.

Построим корреляционную модель из исследуемых шести переменных:![](data:image/x-wmf;base64,183GmgAAAAAAACABIAL+CAAAAADvXAEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)y,![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAL/CAAAAABuXAEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKMEAAAALQEAAAgAAAAyCuAB+gABAAAAMQAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKMEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALwEAAAALQEAAAgAAAAyCuABBQEBAAAAMgAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AALwEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAIECQAAAACVXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJcEAAAALQEAAAgAAAAyCuABAQEBAAAAMwAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAJcEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAIECQAAAACVXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKMEAAAALQEAAAgAAAAyCuABAQEBAAAANAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKMEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAIECQAAAACVXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAEEAAAALQEAAAgAAAAyCuABAQEBAAAANQAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAEEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Присвоим для облегчения обозначений всем переменным порядковые номера: у-1, х1-2, х2-3, x3-4,x4-5,x5-6.

Предварительно, с целью анализа взаимосвязи показателей построена таблица парных коэффициентов корреляции R.

┌─────┬───────┬───────┬───────┬───────┬───────┬───────┐

│ │ y │ x1 │ x2 │ x3 │ x4 │ x5 │

├─────┼───────┼───────┼───────┼───────┼───────┼───────┤

│ y │ 1.00 │ 0.30 │ 0.53 │ 0.60 │ -0.51 │ 0.26 │

│ x1 │ 0.30 │ 1.00 │ 0.27 │ 0.10 │ -0.33 │ 0.02 │

│ x2 │ 0.53 │ 0.27 │ 1.00 │ 0.74 │ -0.04 │ 0.17 │

│ x3 │ 0.60 │ 0.10 │ 0.74 │ 1.00 │ -0.03 │ 0.15 │

│ x4 │ -0.51 │ -0.33 │ -0.04 │ -0.03 │ 1.00 │ -0.31 │

│ x5 │ 0.26 │ 0.02 │ 0.17 │ 0.15 │ -0.31 │ 1.00 │

└─────┴───────┴───────┴───────┴───────┴───────┴───────┘

Анализ матрицы парных коэффициентов корреляции показывает, что результативный показатель наиболее тесно связан с показателем x3 – числом медицинских работников на 10 тысяч населения (ryx3=0.60).

Одним из основных препятствий эффективного применения регрессионного анализа, является мультиколлинеарность (наличие сильной корреляции между независимыми переменными, входящими в уравнение регрессии x1,x2,x3,x4,x5). Наиболее распространенный метод выявления коллинеарности основан на анализе парных коэффициентов корреляции. Он состоит в том, что две или несколько переменных признаются коллинеарными (мультиколлинеарными), если парные коэффициенты корреляции больше определенной величины. На практике наиболее часто считают, что два аргумента коллинеарны, если парный коэффициент корреляции между ними по абсолютной величине больше 0,8.

В данном примере ни один парный коэффициент корреляции не превышает величины 0,8, что говорит об отсутствии явления мультиколлинеарности.

Приступим непосредственно к регрессионному анализу.

Построим регрессионную модель по следующим факторам: х1, х2, х3, х4 и х5. Для расчета параметров уравнения регрессии используем стандартную программу многошагового регрессионного анализа с последовательным отсевом факторов.

На первом шаге построения модели в уравнение линейной регрессии вводятся все указанные выше переменные. В результате получена следующая модель:

*ŷ*= 57.700+0.000\*x1+0.056\*x2+0.173\*x3-0.182\*x4+0.007\*x5.

Прежде чем осуществлять проверку значимости уравнения регрессии и коэффициентов регрессии, следует убедиться, что выполняется необходимое для этого условие, а именно следует проверить, является ли распределение остатков (т.е. отклонений эмпирических значений зависимой переменной от расчетных) нормальным. Для проверки данного условия используем критерий согласия Пирсона ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCvQAVgEBAAAAMgAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAGMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=), рассчитанные значения которого приведены ниже:

Проверка нормального закона распределения

критерий хи-квадpат

.число степеней свободы 3

.хи-квадpат pасчетное 1.571

веpоятн. хи-квадpат заключение

уpовень теоpетическое о гипотезе

0.900 6.226 не отвеpгается

0.950 7.795 не отвеpгается

0.990 11.387 не отвеpгается

Таким образом, можно сделать вывод, что гипотеза о нормальности распределения остатков не отвергается с доверительной вероятностью 0.95 (![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCvQAVgEBAAAAMgAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAGMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=)=7.795).

Проверка значимости уравнения регрессии показала, что оно значимо на уровне доверительной вероятности 0,95. (см. приложение 3.1)

Уровень множественного коэффициента детерминации (0,625) свидетельствует о том, что воздействием включенных в модель факторов обусловлено 62,5% вариации средней продолжительности жизни в странах Африки.

Далее осуществляется проверка значимости отдельных коэффициентов регрессии на основе t-критерия Стьюдента. Для определения ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIcEAAAALQEAAAgAAAAyCuABrAACAAAA6vAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), используем таблицу распределения Стьюдента: ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIcEAAAALQEAAAgAAAAyCuABrAACAAAA6vAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)=2,093 (α=0,05 и ν=n-k-1=25-5-1=19).

По нижеприведенной таблице (гр.5 t-значения) статистически существенными оказались только два коэффициента регрессии при переменных ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAL/CAAAAAAOXAEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuAB+AABAAAAMwAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQEAAAgAAAAyCuAB/wABAAAANAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) (|t|>![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzBgEAAAALQEAAAgAAAAyCuABrAACAAAA6vAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AABgEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)).

Оценки коэффициентов линейной регрессии

┌───┬──────────┬───────────┬───────────────┬───────────┬────────┬─────────┐

│ N │ Значение │ Дисперсия │ Средне- │ t - │ Нижняя │ Верхняя │

│ │ │ │ квадатическое │ значение │ оценка │ оценка │

│ │ │ │ отклонение │ │ │ │

├───┼──────────┼───────────┼───────────────┼───────────┼────────┼─────────┤

│![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuABNwEBAAAAMAAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) │ 57.70 │ 59.12 │ 7.69 │ 7.50 │ 44.37 │ 71.03 │

│![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKUEAAAALQEAAAgAAAAyCuABIQEBAAAAMQAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) │ 0.00 │ 0.00 │ 0.00 │ 0.36 │ -0.00 │ 0.00 │

│![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAIACQAAAADRXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAL4EAAAALQEAAAgAAAAyCuABOgEBAAAAMgAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) │ 0.06 │ 0.01 │ 0.08 │ 0.66 │ -0.09 │ 0.20 │

│![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AANQEAAAALQEAAAgAAAAyCuABMwEBAAAAMwAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) │ 0.17 │ 0.01 │ 0.08 │ 2.21 │ 0.04 │ 0.31 │

│![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAIACQAAAADRXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAG4EAAAALQEAAAgAAAAyCuABOgEBAAAANAAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) │ -0.18 │ 0.00 │ 0.06 │ -2.96 │ -0.29 │ -0.08 │

│![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA60AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAPYEAAAALQEAAAgAAAAyCuABMwEBAAAANQAQAAAA+wKA/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAGIACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=) │ 0.01 │ 0.00 │ 0.06 │ 0.12 │ -0.09 │ 0.11 │

└───┴──────────┴───────────┴───────────────┴───────────┴────────┴─────────┘

Среди незначимых коэффициентов регрессии наименее существенно по значению t-критерия является коэффициент регрессии при переменной ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAL/CAAAAAAOXAEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAO0EAAAALQEAAAgAAAAyCuAB+AABAAAANQAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAO0EAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) (среднегодовой индекс роста производства продовольствия), t=0.12. Этот фактор и подлежит исключению из модели в первую очередь. ![](data:image/x-wmf;base64,183GmgAAAAAAACABIAL+CAAAAADvXAEACQAAA1QAAAAAABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)

Исключив указанный фактор, на втором шаге получаем уравнение регрессии следующего вида:

*ŷ*= 58.478+0.000\*x1+0.057\*x2+0.173\*x3-0.184\*x4 .

Величина коэффициента детерминации на этом шаге не изменилась и составляет 0,625, гипотеза о значимости уравнения также не отвергается с вероятностью 0,95 (см. приложение 3.2).

Т.к. значение степеней свободы на каждом этапе построения модели изменяется (в связи с уменьшением числа объясняющих переменных), то ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIcEAAAALQEAAAgAAAAyCuABrAACAAAA6vAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) также меняется. Тогда при α=0,05 и

ν=n-k-1=25-4-1=20, ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIcEAAAALQEAAAgAAAAyCuABrAACAAAA6vAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)=2,086. Таким образом, значимыми являются коэффициенты регрессии при факторах ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAL/CAAAAAAOXAEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEAAAgAAAAyCuAB+AABAAAAMwAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQEAAAgAAAAyCuAB/wABAAAANAAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKgEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), а среди оставшихся незначимых наименьшее значение t-критерия, которое равно 0,35, принадлежит коэффициенту регрессии при переменной ![](data:image/x-wmf;base64,183GmgAAAAAAAIABIAIACQAAAACxXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACwEAAAALQEAAAgAAAAyCuAB5gABAAAAMQAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACwEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA). Поэтому фактор ![](data:image/x-wmf;base64,183GmgAAAAAAAIABIAIACQAAAACxXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACwEAAAALQEAAAgAAAAyCuAB5gABAAAAMQAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AACwEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA) (численность населения) из дальнейшего процесса исключается.

На третьем шаге уравнение регрессии имеет следующий вид:

*ŷ*= 59.036+0.066\*x2+0.168\*x3-0.191\*x4 .

Воздействием включенных в модель переменных объясняется 62,2% вариации средней продолжительности жизни. Проверка на значимость уравнения регрессии показала, что оно значимо (на уровне значимости α=0,05). На этом шаге ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAVAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AzIcEAAAALQEAAAgAAAAyCuABrAACAAAA6vAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIcEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAAB0AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA)=2,080 (α=0,05 и ν=n-k-1=25-3-1=21), таким образом, статистически существенными оказались все коэффициенты регрессии, кроме коэффициента при объясняющей переменной ![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA7IAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEAAAgAAAAyCuAB/wABAAAAMgAVAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIEEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMwEAAAALQEAAAQAAADwAQEAAwAAAAAA), который и подлежит исключению по t-критерию из уравнения регрессии (t=0,87).

На последнем шаге регрессионного анализа получено значимое уравнение следующего вида:

Y=59.951+0.215x3-0.192x4.

Все коэффициенты регрессии значимы (см. приложение).

В результате моделирования зависимости средней продолжительности жизни в странах Африки можно сделать следующие выводы.

Уровень множественного коэффициента детерминации 0,609 свидетельствует о том, что 60,9% вариации зависимой переменной объясняется вариацией двух факторов:

x3 - число медицинских работников на 10 тыс. населения,

x4 - доля неграмотных.

Указанный уровень влияния достаточно высок, поэтому можно сделать вывод, что все факторы, оказывающие существенной влияние на среднюю продолжительность жизни, включены в модель, поскольку уровень остаточной вариации составляет 39.1%, объясняется воздействием случайных и неучтенных в модели факторов.

В рассматриваемом уравнении регрессии с изменением каждого фактора на одну единицу собственного измерения (при постоянном значении остальных факторов, вошедших в модель) зависимая переменная изменяется на соответствующий коэффициент регрессии βj отражает среднее приращение функции за счет единичного приращения j-го аргумента, независимое от изменения остальных учтенных в модели аргументов. Интерпретируемый таким образом коэффициент регрессии используется в экономико-статистическом анализе как средняя оценка эффективности влияния j-го аргумента на функцию.

Значение коэффициента регрессии βj зависит от принятых единиц измерения величин у и хj. Если единица измерения хj велика, то увеличение хj на единицу соответствует меньшее изменение среднего значения у, то есть βj мало. Если единица измерения у велика, то соответствующее изменение у выражается большим количеством единиц хj, следовательно, βj велико.

Анализируя полученную модель, можно сказать, что при увеличении числа медицинских работников на 1 человека средняя продолжительность жизни жителей стран Африки повышается в среднем на 0.215 лет; при увеличении доли неграмотных на 1% средняя продолжительность жизни уменьшится на 0.192 лет (обратная зависимость).

Однако с помощью коэффициентов регрессии нельзя сопоставить факторы по степени их влияния на зависимую переменную из-за различия единиц измерения и разной степени колеблемости. Поэтому для устранения таких различий при интерпретации применяется целая система показателей: средние частные коэффициенты эластичности, бета-коэффициенты или коэффициенты регрессии в стандартизированном масштабе и дельта-коэффициенты.

Средний частный коэффициенты эластичности рассчитывается по формуле:

\_ \_

Эj = bj\*xj / y.

\_

В рассматриваемой модели при изменении на 1% числа медицинских работников на 10 тысяч населения и доли неграмотных среди жителей исследуемых стран Африки средняя продолжительность жизни изменяется следующим образом: увеличивается на 0.094% и уменьшается на 0.241% соответственно (частные коэффициенты эластичности). - см. приложение.

Однако средний частный коэффициент эластичности не учитывает степени колеблемости факторов, которая может значительно различаться у отдельных факторов. Поэтому для устранения различий в измерении и степени колеблемости факторов используется другой показатель - коэффициент регрессии в стандартизированном масштабе (бета-коэффициент). Он показывает, на какую часть величины среднего квадратического отклонения изменяется среднее значение зависимой переменной с изменением соответствующей независимой переменной на одно среднее квадратическое отклонение при фиксированном на постоянном уровне значении остальных независимых переменных.

Бета-коэффициенты, рассчитанные для нашей модели, показывают, что при увеличении на одно среднее квадратическое отклонение числа медработников на 10 тысяч населения и доли неграмотных, средняя продолжительность жизни в среднем увеличивается на 0.587 и уменьшается на 0.495 средних квадратических отклонений соответственно. - см. приложение.

С помощью частных коэффициентов эластичности и с помощью бета-коэффициентов можно проранжировать факторы по степени их влияния на зависимую переменную, то есть сопоставить их между собой по величине этого влияния. Но с помощью бета-коэффициентов нельзя непосредственно оценить долю влияния каждого фактора в суммарном влиянии всех факторов. Для этой цели используются дельта-кэффициенты.

В практических задачах при корректно проведенном анализе величины дельта-коэффициентов положительны, то есть все коэффициенты регрессии имеют тот же знак, что и соответствующие парные коэффициенты корреляции. В этих случаях сумма величин вкладов независимых переменных равна коэффициенту множественной детерминации. Вместе с тем, в некоторых исследованиях отдельные коэффициенты регрессии имеют знак, противоположный знаку соответствующего коэффициента парной корреляции, вследствие чего величина дельта-коэффициента будет отрицательной. Не менее важно, что случаи с отрицательными вкладами могут иметь место только при значительной коррелированности объясняющих переменных.

В нашей модели наибольшее влияние на среднюю продолжительность жизни оказывает число медработников на 10 тысяч населения - 58.2%, а доля неграмотных оказывает влияние в размере 41.8%.

В настоящей курсовой работе был рассмотрен один из наиболее популярных в настоящее время методов математико-статистического моделирования экономических процессов, который позволяет строить достаточно адекватные и легко экономически интерпретируемые модели. Но легко заметить, что все вышеприведенные вычисление очень трудоемки и занимают немало времени. Поэтому, кроме вычислений вручную, а также для упрощения исследования, была проведена работа в пакете прикладных программ «ОЛИМП» - совокупность программных средств, ориентированных на решение задач экономического анализа и прогнозирования с помощью различных методов математической статистики. Полученные результаты приведены в Приложении.

# ***Приложение.***

Просмотр начальных данных

┌────┬────────┬───────────┬────────┬────────┬────────┬─────────┐

│ N │ y │ x1 │ x2 │ x3 │ x4 │ x5 │

├────┼────────┼───────────┼────────┼────────┼────────┼─────────┤

│ 1 │ 63.00 │ 23102.00 │ 60.85 │ 32.70 │ 55.30 │ 87.00 │

│ 2 │ 44.50 │ 9226.00 │ 21.00 │ 12.70 │ 97.00 │ 58.00 │

│ 3 │ 46.00 │ 4304.00 │ 30.80 │ 7.50 │ 75.20 │ 108.00 │

│ 4 │ 56.50 │ 1169.00 │ 29.50 │ 35.80 │ 59.30 │ 71.00 │

│ 5 │ 48.50 │ 5001.00 │ 2.29 │ 3.80 │ 77.40 │ 101.00 │

│ 6 │ 47.20 │ 8305.00 │ 8.48 │ 8.10 │ 91.20 │ 92.00 │

│ 7 │ 51.00 │ 1058.00 │ 35.80 │ 22.30 │ 87.60 │ 98.00 │

│ 8 │ 37.00 │ 670.00 │ 18.50 │ 15.10 │ 85.20 │ 62.00 │

│ 9 │ 54.00 │ 13704.00 │ 35.86 │ 37.60 │ 69.80 │ 73.00 │

│ 10 │ 42.20 │ 6380.00 │ 19.07 │ 4.20 │ 80.00 │ 91.00 │

│ 11 │ 45.00 │ 925.00 │ 23.80 │ 38.60 │ 71.60 │ 83.00 │

│ 12 │ 64.50 │ 372.00 │ 73.95 │ 72.20 │ 80.00 │ 75.00 │

│ 13 │ 60.60 │ 50740.00 │ 45.37 │ 47.90 │ 56.50 │ 89.00 │

│ 14 │ 52.00 │ 32461.00 │ 39.50 │ 12.60 │ 42.10 │ 86.00 │

│ 15 │ 53.30 │ 7563.00 │ 40.40 │ 18.50 │ 56.00 │ 91.00 │

│ 16 │ 57.80 │ 8640.00 │ 19.60 │ 16.60 │ 29.20 │ 94.00 │

│ 17 │ 53.00 │ 10822.00 │ 34.60 │ 14.40 │ 59.50 │ 102.00 │

│ 18 │ 61.50 │ 348.00 │ 5.80 │ 18.80 │ 63.10 │ 83.00 │

│ 19 │ 53.30 │ 22936.00 │ 14.17 │ 11.20 │ 50.40 │ 93.00 │

│ 20 │ 52.00 │ 472.00 │ 11.53 │ 15.30 │ 41.60 │ 91.00 │

│ 21 │ 48.50 │ 1837.00 │ 37.27 │ 31.70 │ 84.40 │ 83.00 │

│ 22 │ 52.30 │ 11142.00 │ 37.62 │ 13.50 │ 58.80 │ 102.00 │

│ 23 │ 50.60 │ 1619.00 │ 4.52 │ 0.50 │ 48.00 │ 78.00 │

│ 24 │ 51.00 │ 2349.00 │ 32.94 │ 11.30 │ 74.60 │ 91.00 │

│ 25 │ 60.80 │ 4083.00 │ 52.40 │ 64.80 │ 49.90 │ 151.00 │

└────┴────────┴───────────┴────────┴────────┴────────┴─────────┘

\*\*\* Вариационные характеристики переменной y \*\*\*

. число наблюдений 25

. среднее значение 52.2440

. верхняя оценка среднего 54.5134

. нижняя оценка среднего 49.9746

. среднеквадратическое отклонение 6.6138

. дисперсия 43.7425

. дисперсия (несмещ. оценка) 45.5651

. среднекв. откл. (несмещ. оценка) 6.7502

. среднее линейное отклонение 5.0938

. моменты начальные

. 2-го поpядка 2773.1780

. 3-го поpядка 1.4943e+05

. 4-го поpядка 8.1668e+06

. моменты центpальные

. 3-го поpядка -2.1613e+01

. 4-го поpядка 5.1166e+03

. коэффициент асимметрии

. значение -0.0747

. несмещенная оценка -0.0796

. среднекв. отклонение 0.4637

. коэффициент эксцесса

. значение -0.0000

. несмещенная оценка 0.2846

. среднекв. отклонение 0.9017

. коэффициенты вариации

. по pазмаху 0.5264

. сpеднему линейному откл. 0.0975

. сpеднеквадp. откл. 0.1266

. медиана 52.0000

. мода 48.5000

. минимальное значение 37.0000

. максимальное значение 64.5000

. размах 27.5000

\*\*\*\* Характеристики интеpвального pяда \*\*\*\*\*

. среднее значение 52.4000

. среднеквадратическое отклонение 6.5949

. дисперсия 43.4928

. коэффициент асимметpии -0.0815

. коэффициент эксцесса -0.2092

. медиана 51.5139

. мода 50.7500

N инт. Начало Сеpедина Конец Частота Частость

1 34.7083 37.0000 39.2917 1.0 0.0400

2 39.2917 41.5833 43.8750 1.0 0.0400

3 43.8750 46.1667 48.4583 4.0 0.1600

4 48.4583 50.7500 53.0417 9.0 0.3600

5 53.0417 55.3333 57.6250 4.0 0.1600

6 57.6250 59.9167 62.2083 4.0 0.1600

7 62.2083 64.5000 66.7917 2.0 0.0800

Пpовеpка ноpмального закона pаспpеделения

Кpитеpий хи-квадpат

.число степеней свободы 3

.хи-квадpат pасчетное 1.571

веpоятн. хи-квадpат заключение

уpовень теоpетическое о гипотезе

0.900 6.226 не отвеpгается

0.950 7.795 не отвеpгается

0.990 11.387 не отвеpгается

222222222222222 ОТЧЕТ 2222222222222222222222222222222222

0,990 11,387 не отвергается

или

не отвергается с вероятностью 0,950

32

Матpица

┌─────┬───────┬───────┬───────┬───────┬───────┬───────┐

│ N │ 1 │ 2 │ 3 │ 4 │ 5 │ 6 │

├─────┼───────┼───────┼───────┼───────┼───────┼───────┤

│ y │ 1.00 │ 0.30 │ 0.53 │ 0.60 │ -0.51 │ 0.26 │

│ x1 │ 0.30 │ 1.00 │ 0.27 │ 0.10 │ -0.33 │ 0.02 │

│ x2 │ 0.53 │ 0.27 │ 1.00 │ 0.74 │ -0.04 │ 0.17 │

│ x3 │ 0.60 │ 0.10 │ 0.74 │ 1.00 │ -0.03 │ 0.15 │

│ x4 │ -0.51 │ -0.33 │ -0.04 │ -0.03 │ 1.00 │ -0.31 │

│ x5 │ 0.26 │ 0.02 │ 0.17 │ 0.15 │ -0.31 │ 1.00 │

└─────┴───────┴───────┴───────┴───────┴───────┴───────┘

33333333333 ОТЧЕТ 33333333333333333333

НАЧАЛО

\*\*\* Протокол множественной линейной регрессии \*\*\*

Зависимая переменная Y - y

Функция Y = +57.700+0.000\*x1+0.056\*x2+0.173\*x3-0.182\*x4+0.007\*x5

Оценки коэффициентов линейной регрессии

┌───┬──────────┬───────────┬───────────────┬───────────┬────────┬─────────┐

│ N │ Значение │ Дисперсия │ Средне- │ t - │ Нижняя │ Верхняя │

│ │ │ │ квадатическое │ значение │ оценка │ оценка │

│ │ │ │ отклонение │ │ │ │

├───┼──────────┼───────────┼───────────────┼───────────┼────────┼─────────┤

│ 1 │ 57.70 │ 59.12 │ 7.69 │ 7.50 │ 44.37 │ 71.03 │

│ 2 │ 0.00 │ 0.00 │ 0.00 │ 0.36 │ -0.00 │ 0.00 │

│ 3 │ 0.06 │ 0.01 │ 0.08 │ 0.66 │ -0.09 │ 0.20 │

│ 4 │ 0.17 │ 0.01 │ 0.08 │ 2.21 │ 0.04 │ 0.31 │

│ 5 │ -0.18 │ 0.00 │ 0.06 │ -2.96 │ -0.29 │ -0.08 │

│ 6 │ 0.01 │ 0.00 │ 0.06 │ 0.12 │ -0.09 │ 0.11 │

└───┴──────────┴───────────┴───────────────┴───────────┴────────┴─────────┘

Кpитические значения t-pаспpеделения

пpи 19 степенях свободы

веpоятность t-значение

0.900 1.331

0.950 1.734

* 1. 2.542

Оценки коэффициентов интерпретации линейной регрессии

╔════╤════════╤═════════╤═════════╗

║ N │Коэффиц.│Вета- │Дельта- ║

║ │эластичн│коэффиц. │коэффиц. ║

╠════╪════════╪═════════╪═════════╣

║1 │ +0.006│ +0.056│ +0.027║

║2 │ +0.031│ +0.147│ +0.125║

║3 │ +0.075│ +0.471│ +0.455║

║4 │ -0.229│ -0.469│ +0.386║

║5 │ +0.012│ +0.019│ +0.008║

╚════╧════════╧═════════╧═════════╝

Таблица остатков

┌────┬──────────────┬───────────┬────────────┬───────────────┐

│ N │ Эмпирическое │ Расчетное │ Ошибка │ Ошибка │

│ │ значение │ значение │ абсолютная │ относительная │

├────┼──────────────┼───────────┼────────────┼───────────────┤

│ 1 │ 63.00 │ 58.05 │ 4.95 │ 0.08 │

│ 2 │ 44.50 │ 44.14 │ 0.36 │ 0.01 │

│ 3 │ 46.00 │ 47.95 │ -1.95 │ -0.04 │

│ 4 │ 56.50 │ 55.30 │ 1.20 │ 0.02 │

│ 5 │ 48.50 │ 45.30 │ 3.20 │ 0.07 │

│ 6 │ 47.20 │ 43.92 │ 3.28 │ 0.07 │

│ 7 │ 51.00 │ 48.36 │ 2.64 │ 0.05 │

│ 8 │ 37.00 │ 46.32 │ -9.32 │ -0.25 │

│ 9 │ 54.00 │ 54.47 │ -0.47 │ -0.01 │

│ 10 │ 42.20 │ 45.80 │ -3.60 │ -0.09 │

│ 11 │ 45.00 │ 53.30 │ -8.30 │ -0.18 │

│ 12 │ 64.50 │ 60.30 │ 4.20 │ 0.07 │

│ 13 │ 60.60 │ 60.49 │ 0.11 │ 0.00 │

│ 14 │ 52.00 │ 56.08 │ -4.08 │ -0.08 │

│ 15 │ 53.30 │ 53.86 │ -0.56 │ -0.01 │

│ 16 │ 57.80 │ 57.30 │ 0.50 │ 0.01 │

│ 17 │ 53.00 │ 52.38 │ 0.62 │ 0.01 │

│ 18 │ 61.50 │ 50.41 │ 11.09 │ 0.18 │

│ 19 │ 53.30 │ 52.66 │ 0.64 │ 0.01 │

│ 20 │ 52.00 │ 54.09 │ -2.09 │ -0.04 │

│ 21 │ 48.50 │ 50.57 │ -2.07 │ -0.04 │

│ 22 │ 52.30 │ 52.53 │ -0.23 │ -0.00 │

│ 23 │ 50.60 │ 49.92 │ 0.68 │ 0.01 │

│ 24 │ 51.00 │ 48.66 │ 2.34 │ 0.05 │

│ 25 │ 60.80 │ 63.95 │ -3.15 │ -0.05 │

└────┴──────────────┴───────────┴────────────┴───────────────┘

Характеристики остатков

Среднее значение..................... -0.000

Оценка дисперсии..................... 16.4

Оценка приведенной дисперсии........ 21.6

Средний модуль остатков.............. 2.866

Относительная ошибка аппроксимации... 0.057

Критерий Дарбина-Уотсона............. 1.857

Коэффициент детерминации............. 0.625

F - значение ( n1 = 6, n2 = 19)... 532

Гипотеза о значимости уравнения

не отвергается с вероятностью 0.950

\*\*\* Протокол множественной линейной регрессии \*\*\*

Зависимая переменная Y - y

Функция Y = +58.478+0.000\*x1+0.057\*x2+0.173\*x3-0.184\*x4

Оценки коэффициентов линейной регрессии

┌───┬──────────┬───────────┬───────────────┬───────────┬────────┬─────────┐

│ N │ Значение │ Дисперсия │ Средне- │ t - │ Нижняя │ Верхняя │

│ │ │ │ квадатическое │ значение │ оценка │ оценка │

│ │ │ │ отклонение │ │ │ │

├───┼──────────┼───────────┼───────────────┼───────────┼────────┼─────────┤

│ 1 │ 58.48 │ 18.27 │ 4.27 │ 13.68 │ 51.08 │ 65.87 │

│ 2 │ 0.00 │ 0.00 │ 0.00 │ 0.35 │ -0.00 │ 0.00 │

│ 3 │ 0.06 │ 0.01 │ 0.08 │ 0.70 │ -0.08 │ 0.20 │

│ 4 │ 0.17 │ 0.01 │ 0.08 │ 2.26 │ 0.04 │ 0.30 │

│ 5 │ -0.18 │ 0.00 │ 0.06 │ -3.27 │ -0.28 │ -0.09 │

└───┴──────────┴───────────┴───────────────┴───────────┴────────┴─────────┘

Кpитические значения t-pаспpеделения

пpи 20 степенях свободы

веpоятность t-значение

0.900 1.328

0.950 1.730

0.990 2.531

Оценки коэффициентов интерпретации линейной регрессии

╔════╤════════╤═════════╤═════════╗

║ N │Коэффиц.│Вета- │Дельта- ║

║ │эластичн│коэффиц. │коэффиц. ║

╠════╪════════╪═════════╪═════════╣

║1 │ +0.005│ +0.054│ +0.025║

║2 │ +0.032│ +0.150│ +0.128║

║3 │ +0.075│ +0.471│ +0.455║

║4 │ -0.232│ -0.476│ +0.392║

╚════╧════════╧═════════╧═════════╝

Таблица остатков

┌────┬──────────────┬───────────┬────────────┬───────────────┐

│ N │ Эмпирическое │ Расчетное │ Ошибка │ Ошибка │

│ │ значение │ значение │ абсолютная │ относительная │

├────┼──────────────┼───────────┼────────────┼───────────────┤

│ 1 │ 63.00 │ 58.12 │ 4.88 │ 0.08 │

│ 2 │ 44.50 │ 44.28 │ 0.22 │ 0.01 │

│ 3 │ 46.00 │ 47.81 │ -1.81 │ -0.04 │

│ 4 │ 56.50 │ 55.46 │ 1.04 │ 0.02 │

│ 5 │ 48.50 │ 45.15 │ 3.35 │ 0.07 │

│ 6 │ 47.20 │ 43.81 │ 3.39 │ 0.07 │

│ 7 │ 51.00 │ 48.27 │ 2.73 │ 0.05 │

│ 8 │ 37.00 │ 46.46 │ -9.46 │ -0.26 │

│ 9 │ 54.00 │ 54.57 │ -0.57 │ -0.01 │

│ 10 │ 42.20 │ 45.74 │ -3.54 │ -0.08 │

│ 11 │ 45.00 │ 53.34 │ -8.34 │ -0.19 │

│ 12 │ 64.50 │ 60.45 │ 4.05 │ 0.06 │

│ 13 │ 60.60 │ 60.47 │ 0.13 │ 0.00 │

│ 14 │ 52.00 │ 56.14 │ -4.14 │ -0.08 │

│ 15 │ 53.30 │ 53.89 │ -0.59 │ -0.01 │

│ 16 │ 57.80 │ 57.35 │ 0.45 │ 0.01 │

│ 17 │ 53.00 │ 52.31 │ 0.69 │ 0.01 │

│ 18 │ 61.50 │ 50.44 │ 11.06 │ 0.18 │

│ 19 │ 53.30 │ 52.63 │ 0.67 │ 0.01 │

│ 20 │ 52.00 │ 54.13 │ -2.13 │ -0.04 │

│ 21 │ 48.50 │ 50.59 │ -2.09 │ -0.04 │

│ 22 │ 52.30 │ 52.46 │ -0.16 │ -0.00 │

│ 23 │ 50.60 │ 50.03 │ 0.57 │ 0.01 │

│ 24 │ 51.00 │ 48.64 │ 2.36 │ 0.05 │

│ 25 │ 60.80 │ 63.60 │ -2.80 │ -0.05 │

└────┴──────────────┴───────────┴────────────┴───────────────┘

Характеристики остатков

Среднее значение..................... -0.000

Оценка дисперсии..................... 16.4

Оценка приведенной дисперсии........ 20.5

Средний модуль остатков.............. 2.850

Относительная ошибка аппроксимации... 0.057

Критерий Дарбина-Уотсона............. 1.845

Коэффициент детерминации............. 0.625

F - значение ( n1 = 5, n2 = 20)... 672

Гипотеза о значимости уравнения

не отвергается с вероятностью 0.950

\*\*\* Протокол множественной линейной регрессии \*\*\*

Зависимая переменная Y - y

Функция Y = +59.036+0.066\*x2+0.168\*x3-0.191\*x4

Оценки коэффициентов линейной регрессии

┌───┬──────────┬───────────┬───────────────┬───────────┬────────┬─────────┐

│ N │ Значение │ Дисперсия │ Средне- │ t - │ Нижняя │ Верхняя │

│ │ │ │ квадатическое │ значение │ оценка │ оценка │

│ │ │ │ отклонение │ │ │ │

├───┼──────────┼───────────┼───────────────┼───────────┼────────┼─────────┤

│ 1 │ 59.04 │ 15.07 │ 3.88 │ 15.21 │ 52.34 │ 65.74 │

│ 2 │ 0.07 │ 0.01 │ 0.08 │ 0.87 │ -0.07 │ 0.20 │

│ 3 │ 0.17 │ 0.01 │ 0.07 │ 2.28 │ 0.04 │ 0.30 │

│ 4 │ -0.19 │ 0.00 │ 0.05 │ -3.67 │ -0.28 │ -0.10 │

└───┴──────────┴───────────┴───────────────┴───────────┴────────┴─────────┘

Кpитические значения t-pаспpеделения

пpи 21 степенях свободы

веpоятность t-значение

0.900 1.326

0.950 1.726

* 1. 2.521

Оценки коэффициентов интерпретации линейной регрессии

╔════╤════════╤═════════╤═════════╗

║ N │Коэффиц.│Вета- │Дельта- ║

║ │эластичн│коэффиц. │коэффиц. ║

╠════╪════════╪═════════╪═════════╣

║1 │ +0.037│ +0.174│ +0.148║

║2 │ +0.073│ +0.458│ +0.444║

║3 │ -0.240│ -0.493│ +0.407║

╚════╧════════╧═════════╧═════════╝

Таблица остатков

┌────┬──────────────┬───────────┬────────────┬───────────────┐

│ N │ Эмпирическое │ Расчетное │ Ошибка │ Ошибка │

│ │ значение │ значение │ абсолютная │ относительная │

├────┼──────────────┼───────────┼────────────┼───────────────┤

│ 1 │ 63.00 │ 57.99 │ 5.01 │ 0.08 │

│ 2 │ 44.50 │ 44.04 │ 0.46 │ 0.01 │

│ 3 │ 46.00 │ 47.97 │ -1.97 │ -0.04 │

│ 4 │ 56.50 │ 55.68 │ 0.82 │ 0.01 │

│ 5 │ 48.50 │ 45.05 │ 3.45 │ 0.07 │

│ 6 │ 47.20 │ 43.55 │ 3.65 │ 0.08 │

│ 7 │ 51.00 │ 48.42 │ 2.58 │ 0.05 │

│ 8 │ 37.00 │ 46.53 │ -9.53 │ -0.26 │

│ 9 │ 54.00 │ 54.40 │ -0.40 │ -0.01 │

│ 10 │ 42.20 │ 45.73 │ -3.53 │ -0.08 │

│ 11 │ 45.00 │ 53.43 │ -8.43 │ -0.19 │

│ 12 │ 64.50 │ 60.78 │ 3.72 │ 0.06 │

│ 13 │ 60.60 │ 59.30 │ 1.30 │ 0.02 │

│ 14 │ 52.00 │ 55.72 │ -3.72 │ -0.07 │

│ 15 │ 53.30 │ 54.12 │ -0.82 │ -0.02 │

│ 16 │ 57.80 │ 57.55 │ 0.25 │ 0.00 │

│ 17 │ 53.00 │ 52.38 │ 0.62 │ 0.01 │

│ 18 │ 61.50 │ 50.53 │ 10.97 │ 0.18 │

│ 19 │ 53.30 │ 52.23 │ 1.07 │ 0.02 │

│ 20 │ 52.00 │ 54.43 │ -2.43 │ -0.05 │

│ 21 │ 48.50 │ 50.71 │ -2.21 │ -0.05 │

│ 22 │ 52.30 │ 52.56 │ -0.26 │ -0.01 │

│ 23 │ 50.60 │ 50.25 │ 0.35 │ 0.01 │

│ 24 │ 51.00 │ 48.87 │ 2.13 │ 0.04 │

│ 25 │ 60.80 │ 63.86 │ -3.06 │ -0.05 │

└────┴──────────────┴───────────┴────────────┴───────────────┘

Характеристики остатков

Среднее значение..................... -0.000

Оценка дисперсии..................... 16.5

Оценка приведенной дисперсии........ 19.7

Средний модуль остатков.............. 2.910

Относительная ошибка аппроксимации... 0.058

Критерий Дарбина-Уотсона............. 1.807

Коэффициент детерминации............. 0.622

F - значение ( n1 = 4, n2 = 21)... 876

Гипотеза о значимости уравнения

не отвергается с вероятностью 0.950
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\*\*\* Протокол множественной линейной регрессии \*\*\*

Зависимая переменная Y - y

Функция Y = +59.951+0.215\*x3-0.192\*x4

Оценки коэффициентов линейной регрессии

┌───┬──────────┬───────────┬───────────────┬───────────┬────────┬─────────┐

│ N │ Значение │ Дисперсия │ Средне- │ t - │ Нижняя │ Верхняя │

│ │ │ │ квадатическое │ значение │ оценка │ оценка │

│ │ │ │ отклонение │ │ │ │

├───┼──────────┼───────────┼───────────────┼───────────┼────────┼─────────┤

│ 1 │ 59.95 │ 13.80 │ 3.71 │ 16.14 │ 53.55 │ 66.35 │

│ 2 │ 0.22 │ 0.00 │ 0.05 │ 4.40 │ 0.13 │ 0.30 │

│ 3 │ -0.19 │ 0.00 │ 0.05 │ -3.71 │ -0.28 │ -0.10 │

└───┴──────────┴───────────┴───────────────┴───────────┴────────┴─────────┘

Кpитические значения t-pаспpеделения

пpи 22 степенях свободы

веpоятность t-значение

0.900 1.324

0.950 1.722

0.990 2.511

Оценки коэффициентов интерпретации линейной регрессии

╔════╤════════╤═════════╤═════════╗

║ N │Коэффиц.│Вета- │Дельта- ║

║ │эластичн│коэффиц. │коэффиц. ║

╠════╪════════╪═════════╪═════════╣

║1 │ +0.094│ +0.587│ +0.582║

║2 │ -0.241│ -0.495│ +0.418║

╚════╧════════╧═════════╧═════════╝

Таблица остатков

┌────┬──────────────┬───────────┬────────────┬───────────────┐

│ N │ Эмпирическое │ Расчетное │ Ошибка │ Ошибка │

│ │ значение │ значение │ абсолютная │ относительная │

├────┼──────────────┼───────────┼────────────┼───────────────┤

│ 1 │ 63.00 │ 56.40 │ 6.60 │ 0.10 │

│ 2 │ 44.50 │ 44.10 │ 0.40 │ 0.01 │

│ 3 │ 46.00 │ 47.16 │ -1.16 │ -0.03 │

│ 4 │ 56.50 │ 56.30 │ 0.20 │ 0.00 │

│ 5 │ 48.50 │ 45.94 │ 2.56 │ 0.05 │

│ 6 │ 47.20 │ 44.22 │ 2.98 │ 0.06 │

│ 7 │ 51.00 │ 47.97 │ 3.03 │ 0.06 │

│ 8 │ 37.00 │ 46.88 │ -9.88 │ -0.27 │

│ 9 │ 54.00 │ 54.68 │ -0.68 │ -0.01 │

│ 10 │ 42.20 │ 45.53 │ -3.33 │ -0.08 │

│ 11 │ 45.00 │ 54.55 │ -9.55 │ -0.21 │

│ 12 │ 64.50 │ 60.18 │ 4.32 │ 0.07 │

│ 13 │ 60.60 │ 59.44 │ 1.16 │ 0.02 │

│ 14 │ 52.00 │ 54.60 │ -2.60 │ -0.05 │

│ 15 │ 53.30 │ 53.21 │ 0.09 │ 0.00 │

│ 16 │ 57.80 │ 57.93 │ -0.13 │ -0.00 │

│ 17 │ 53.00 │ 51.65 │ 1.35 │ 0.03 │

│ 18 │ 61.50 │ 51.91 │ 9.59 │ 0.16 │

│ 19 │ 53.30 │ 52.71 │ 0.59 │ 0.01 │

│ 20 │ 52.00 │ 55.28 │ -3.28 │ -0.06 │

│ 21 │ 48.50 │ 50.61 │ -2.11 │ -0.04 │

│ 22 │ 52.30 │ 51.59 │ 0.71 │ 0.01 │

│ 23 │ 50.60 │ 50.86 │ -0.26 │ -0.01 │

│ 24 │ 51.00 │ 48.09 │ 2.91 │ 0.06 │

│ 25 │ 60.80 │ 64.35 │ -3.55 │ -0.06 │

└────┴──────────────┴───────────┴────────────┴───────────────┘

Характеристики остатков

Среднее значение..................... 0.000

Оценка дисперсии..................... 17.1

Оценка приведенной дисперсии........ 19.4

Средний модуль остатков.............. 2.920

Относительная ошибка аппроксимации... 0.058

Критерий Дарбина-Уотсона............. 1.864

Коэффициент детерминации............. 0.609

F - значение ( n1 = 3, n2 = 22)... 1.18e+03

Гипотеза о значимости уравнения

не отвергается с вероятностью 0.950
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